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ABSTRACT. The bulk elemental composition of soil subsurface (B) horizons is
influenced by environmental, biological, geological, and climatic factors. Because
fossil soils (paleosols) are common in the geologic record, quantitative models that
link climate to paleosol geochemistry are highly desirable in the paleoclimate commu-
nity. Error associated with these models is typically reported as the root mean square
error (RMSE) of a regression analysis and reflects the variability imparted by non-
climatic influences on soil formation and the uncertainty associated with model fitting.
However, for prediction purposes, the RMSE is well known to underestimate model
uncertainty. In this work we re-evaluate a widely used transfer function for mean
annual precipitation (MAP) based on the chemical index of alteration minus potassium
(CIA-K) using data science best practices on two continental-scale soil data sets. Data
set inter-comparisons and cross-validation of exponential regression models indicate
that the root mean square prediction error (RMSPE) between CIA-K and MAP for soils
representative of climates across the continental United States is around 299 mm,
significantly higher than the currently accepted 182 mm RMSE. Further, CIA-K is
unable to predict perhumid (>2000 mm MAP) climate zones. We show that transition-
ing from a simple regression framework to one of recursive partitioning via random
forests can significantly increase prediction accuracy while automating variable selec-
tion. We introduce two new, widely applicable random forest models for MAP
(RF-MAP) that use 10 elemental oxides as input variables and were calibrated on the
Baylor University Soil Informatics (BU-SI) data set. RF-MAP version 1.0 (RF-MAP1.0)
was generated using the entire BU-SI data set (n � 685) and can predict MAP values up
to 6865 mm with a RMSPE of 395 mm. RF-MAP version 2.0 (RF-MAP2.0) was generated
using a modification of the BU-SI data set (n � 642) and can predict MAP values up to
�1600 mm with a RMSPE of 209 mm. Pruned regression trees provide insight into the
mechanisms driving the random forest models and demonstrate the first empirical
confirmation of the sensitivity of soil elemental responses to global climate zones. The
RF-MAP1.0 and RF-MAP2.0 models predict MAP values comparable to independent
proxy estimates for a range of deep-time paleosols. We advocate for application of
RF-MAP1.0 in settings where no a priori information on paleoclimate is available, and
encourage the use of either RF-MAP1.0 or RF-MAP2.0 if users have independent
constraints that paleo-MAP was below 1600 mm.
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introduction

Soils form in open communication with local climate state, and therefore pa-
leosols (fossil soils) act as in situ archives of past climates. In recent decades, a growing
number of studies have focused on modeling relationships between soils and climate
to develop predictive paleoclimate models that can be applied on paleosols (for
example, Stiles and others, 2001; Sheldon and others, 2002; Retallack, 2005; Nordt and
others, 2006; Sheldon, 2006; Cleveland and others, 2008; Retallack and Huang, 2010;
Nordt and Driese, 2010; Óskarsson and others, 2012; Gallagher and Sheldon, 2013;
Hyland and others, 2015; Nordt and others, 2015; Stinchcomb and others, 2016).
Many of these studies have found robust relationships between the bulk elemental
composition of subsurface (B) illuvial horizons and climate by regressing weathering
indices (elemental ratios) against mean annual precipitation (MAP) or temperature
(MAT). The resulting pedotransfer functions are now routinely applied throughout
the geologic record (for example, Prochnow and others, 2006; Hamer and others,
2007; Retallack, 2008a; Adams and others, 2011; Secord and others, 2012; Hyland and
Sheldon, 2013; Myers and others, 2014; Beverly and others, 2015; Liivamägi and
others, 2015; Nordt and others, 2015; Driese and Ashley, 2016; Sheldon and others,
2016; Lukens and others, 2017a, 2017b).

The error associated with these pedotransfer functions is derived from three
sources: (1) analytical uncertainty in measuring predictor variables (that is, elemental
composition), (2) natural variability in the relationship between soil properties and
climate, which is derived from other (non-climatic) influences on pedogenesis, and
(3) uncertainty resulting from statistical methods used in proxy development, includ-
ing modeling techniques and the type of data included in training data sets. For soil
bulk elemental composition, modern analytical methods have minimized the influ-
ence of (1) above, with recent analyses accurate to �0.1 weight percent for most
elements. Minimizing the error of statistical analyses is therefore essential to understand-
ing the uncertainty in soil-climate relationships, and by extension, directly impacts the
fidelity of paleoclimate reconstructions from paleosols.

Differences in calibration data sets and modeling techniques among studies have
generated numerous functions that vary greatly in regression metrics (table 1; see table
2 for statistical terms). In general, adding unbiased data to an existing data set should
decrease error and increase the proportion of explained variance of a model (for
example, Retallack, 1994 vs. Retallack, 2005 in table 1). However, as we will demon-
strate, adding data that was not represented in a small data set will increase the overall
variance in the relationship between a predictor and response variable, resulting in
higher error and lower explained variance for a regression model. When this effect is
observed, the resulting model is likely more robust and more widely applicable, as it
incorporates real-world variance and reduces bias from limited sampling.

Modeling methodology—which includes data pre-processing, strategy (for ex-
ample, linear regression, spline fitting, regression trees, et cetera), and validation
steps—has varied between paleoclimate proxies and thereby inhibits true comparison
between models and adds confusion to model selection and application. Currently no
standard method exists for development and testing of pedotransfer functions for
climate, leaving researchers to search for correlations that may be specific to their data
sets. These efforts have led to the selection of predictor variables and regression
functions that reflect the composition of any one data set, rather than more universal
processes. In statistical terms, modeling methods that focus exclusively on the dataset
at hand result in overfit models and provide overconfident estimates for future
scenarios. For example, the CALMAG proxy for Vertisols was calibrated on a climose-
quence where parent material composition and MAT were held constant (Nordt and
Driese, 2010). This theoretically restricts the application of CALMAG to paleosols
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forming on similar parent materials and under similar temperature regimes, the latter
of which is typically poorly constrained in paleosol successions. However, it is possible
that the CALMAG pedotransfer function tracks similar processes that govern other
MAP proxies (for example, CIA-K, depth to Bk; table 1). If this is true, the regression
line drawn through the CALMAG training data set would not capture the full
variability in the soil-climate relationship because of the limitations in parent material
composition and MAT. Finally, paleosol proxy development studies commonly report
root mean square error (RMSE) from regression as a measure of predictive capacity.
The RMSE describes the average variability of training data about a regression function
(table 2) and is well known to be an underestimate of error when models are applied
on external data for prediction purposes (for example, Shmueli, 2010). Incorporation
of out-of-sample model assessment strategies such as cross-validation is a necessary step
in paleosol proxy development that few researchers have yet to incorporate, though it
is commonplace in most scientific disciplines (for example, Birks and Birks, 2006;
Mitchell and others, 2013; Sharma and others, 2014).

Multivariate techniques offer a more practical solution for modeling climate using
soil geochemistry, as many soil-forming processes are decidedly multifactorial, non-
linear, and complex (for example, Chadwick and Chorover, 2001; Slessarev and
others, 2016; Rasmussen and others, 2018; Lukens and others, 2018). Another reason
multivariate and dimension-reduction techniques are useful is because many of the
analyzed elements in soils covary. For example, the base oxides (CaO, MgO, K2O,
Na2O) tend to accumulate in arid environments and leach from soils in humid
environments. Residual enrichment of refractory metals (TiO2, ZrO2) and Al- and
Fe-oxides (Al2O3, Fe2O3) occurs in highly weathered soils in warm-wet climates.
Modeling these compounds in isolation ignores a substantial amount of well-known
interdependence and statistically manifests in nuanced ways, in some cases underutiliz-
ing data and in others over-drawing conclusions from them. In systems where predic-
tors (for example, elemental oxides noted above) covary, multivariate models can
optimize the predictive capacity of those variables, thereby accessing information

TABLE 1

A selection of existing pedotransfer functions for climate

Model Predictor 

variable

Response 

variable

Training 

set size

Regression 

type

Regression 

r2
RMSE Reference§

Mean annual precipitation

Morphology Depth to Bk* MAP 26 linear 0.75 170 1

Morphology Depth to Bk MAP 106 linear 0.81 220 2, 3

Morphology Depth to Bk MAP 317 quadratic 0.78 330 3

Morphology Depth to Bk MAP 807 quadratic 0.52 147 4

Geochemistry CALMAG MAP 14 linear 0.90 108 5

Geochemistry CIA-K MAP 126 exponential 0.72 182 6

Geochemistry CIA-K MAP 479 exponential 0.27 564 This study

Mean annual temperature

Geochemistry CIW MAT 36 linear 0.81 0.5† 7

Geochemistry NaK MAT 126 linear 0.37 4.4 6

Geochemistry PWI MAT 158 logarithmic 0.57 2.1 8

Note: Model error is root mean square error (RMSE) of regression functions, given in mm for mean annual
precipitation and °C for mean annual temperature.

*Depth in profile to the occurrence of nodular carbonates (Bk horizon).
†Value reported by Retallack, 2018.
§References: 1) Arkley (1963), 2) Jenny (1941), 3) Retallack (1994), 4) Retallack (2005), 5) Nordt and Driese

(2010), 6) Sheldon and others (2002), 7) Óskarsson and others (2012), 8) Gallagher and Sheldon (2013).
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typically overlooked in simple linear regression. This approach was taken by two recent
studies using the Baylor University Soil Informatics (BU-SI) data set (Nordt and Driese,
2013). Stinchcomb and others (2016) developed the paleosol-paleoclimate model
version 1.0 (PPM1.0) using a partial least squares regression (PLSR) and thin-plate
spline to model 11 elemental oxides for simultaneous prediction of MAP and MAT.
Lukens and others (2018) used principal components analysis (PCA) to study correla-
tions between soil pH, elemental oxide groupings, and soil-forming factors to elucidate
the response of elemental constituents to climate via soil pH. These results demon-
strate that climatic information is stored in a wide array of elemental constituents, and
that using large, diverse data sets of soils can result in robust predictive models.

Recursive partitioning is a machine learning technique that commonly out-
performs other multivariate approaches and therefore may improve climate estima-
tions for soils and paleosols beyond the capability of current models (Prasad and
others, 2006; Cutler and others, 2007; Oliveira and others, 2012; Rodriguez-Galiano
and others, 2012). In contrast to PLSR, recursive partitioning does not create linear
combinations of predictors and does not weight response variables. Instead, recursive
partitioning iteratively divides a data set based on a single predictor (for example,
elemental oxide) that maximally reduces the variance in the response (for example,
MAP). By repeatedly and exhaustively subdividing a soil-climate data set, recursive
partitioning can access subsets of the data that may have unique relationships between
predictors and a response that are not apparent across the entire range of observa-
tions. We hypothesize that regression via recursive partitioning will reduce the uncer-

TABLE 2

Definitions of statistical terms

Term Abbreviation Explanation

Training data set N.A. Data set used to calibrate a model; the set that contains all 

internal data for a given model.

Testing data set N.A. External data set used to calculate a model's prediction 

error; excludes training data.

Cross-validation N.A. The process of calculating prediction error by applying a 

calibrated model on a testing data set.

Correlation coefficient r The strength of a linear relationship between two variables.

Coefficient of 

determination

r2, R2 The proportion of the variance in the dependent variable 

explained by the independent variable. Lowercase is used 

for linear correlations with two variables (for example, 

linear regression lines), whereas uppercase is used for 

nonlinear functions and correlations with more than two 

variables.

Mean square error MSE Model error measured using internal data; the average of the 

squared differences between the predictor (x) and response 

variable (y)

Root mean square 

error

RMSE Model error measured using internal data; the square root of 

MSE.

Root mean square 

prediction error

RMSPE Model error measured using cross-validation on testing data; 

calculated as the RMSE between observed (y) and model-

fitted values (ŷ) using external data. See text for equation.

Sum of squares SS The sum of the squared differences of each observation 

from the overall mean value, calculated across all 

observations. See text for equation.

Note: NA � not applicable.
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tainty in the soil-climate relationship and will form a more flexible and robust model
than univariate and PLSR methods.

In this paper, we review and test the role that data set size and composition have
on soil-climate models. We then re-examine standard regression approaches to devel-
oping paleoclimate models, and for simplicity, we focus our efforts on the widely-
applied relationship between CIA-K and MAP (Sheldon and others, 2002) that has
been used in paleopedology for over 15 years (for example, Prochnow and others,
2006; Hamer and others, 2007; Retallack, 2008a; Gutierrez and Sheldon, 2012; Atchley
and others, 2013; Hyland and Sheldon, 2013; Liivamägi and others, 2015; Sheldon and
others, 2016; Lukens and others, 2017a; Driese and others, 2018; Liutkus-Pierce and
others, 2019; Lukens and others, 2019). We then introduce strategies from the
statistical machine learning community, recursive partitioning and random forests
(RF), as a new method for paleosol proxy development. Finally, the random forest
models are tested using three deep-time paleosol applications to compare model
results to the CIA-K pedotransfer function and the PPM1.0.

background

Continental Soil Data Sets
The performance of predictive models is directly linked to training data set

composition and modeling technique. Sheldon and others (2002) utilized the Marbut
(1935) data set for development of MAP and MAT proxies using elemental weathering
indices. Since then, the Marbut (1935) data set has become a standard training set for
paleosol proxy development (Gulbranson and others, 2011; Gallagher and Sheldon,
2013; Passchier and others, 2013; Nordt and others, 2015). A more recent soil and
climate data set (BU-SI) was developed to replace the Marbut (1935) data set. It is
therefore useful to provide a brief overview of the motivations behind the compilation
of the Marbut (1935) and BU-SI data sets.

In the early 20th century, Curtis Marbut developed a system of soil classification
that relied heavily on earlier systems pioneered by Russian soil scientists (for example,
Sibirtsev, 1895, 1966; Glinka, 1914). Their philosophy focused on environmental (for
example, climate, biota, topography) rather than geological (bedrock composition)
influences on pedogenesis (Marbut, 1921, 1928; Baldwin and others, 1938; Paton and
Humphreys, 2007; Soil Science Division Staff, 2017). A key underpinning of Marbut’s
perspective on soil development was that all soils, given the right conditions, will
become mature (that is, well-drained and leached) and that only mature soils are truly
mappable across large geographic areas (“zonal” soils). For example, Marbut largely
overlooked Vertisols as an important soil product because he viewed them as immature
soils due to their association with marl bedrock (Marbut, 1928). Overall, Marbut’s
perspectives likely biased the collection of laboratory samples for his national data set
of soils toward those that met his criteria for soil maturity, and therefore excluded
many soils that are now understood to be common in the geologic record, including
alluvial soils and soils with variable drainage conditions (Sheldon and Tabor, 2009;
Atchley and others, 2013).

Sheldon and others (2002) revisited the Marbut (1935) geochemical and environ-
mental factor data and combined it with other data (vegetation, topography, parent
material, and duration of soil formation estimates) to develop the CIA-K pedotransfer
function for MAP, which has been widely used in the literature and has lead the way for
subsequent paleoclimate proxy development. Of importance to this study is the
observation that 20 of the 126 soils compiled in the Marbut (1935) data set have
pedogenic carbonate based on reported carbonate measurements and high CaO
contents. Although this is not noted in Sheldon and others (2002), the presence of
carbonate suggests that the CIA-K climofunction is not strictly a feldspar-weathering

823proxies for rainfall



index, as it was originally designed to be (Nesbitt and Young, 1982; Harnois, 1988;
Maynard, 1992). Most soils from the Marbut (1935) data set are from the Mollisol,
Inceptisol, Ultisol and Alfisol orders, with a few Aridisols and Spodosols and one
Vertisol. The data set does not include Oxisols, Gelisols, Andisols, Entisols, and
Histosols. MAP values in the Marbut (1935) data set range from 179 to 1564 mm, with a
median of 1035.

In an effort to enhance the study of deep-time Critical Zones, the Baylor
University Soil Informatics (BU-SI) data set was introduced (Nordt and Driese, 2013).
This data set consists of physical, chemical, biological, and mineralogical data from
modern soils, pooled from the National Soil Information System (NASIS) database,
managed by the Natural Resources Conservation Service (NRCS). In addition to these
soil data, climate, land cover, topography, parent material, and duration of soil
formation estimates were aggregated from various sources (See table 1 in Stinchcomb
and others, 2016). The BU-SI data set does not include samples from the Marbut
(1935) data set.

The BU-SI was modified whereby uppermost B horizons were selected from all
soils in the data set, resulting in 685 records (fig. 1; Stinchcomb and others, 2016).
Although the complete BU-SI data set has been reported elsewhere (Nordt and Driese,
2013) and contains nearly 6000 records of most soil horizon types, we focus on the 685
uppermost B horizons and simply refer to it hereafter as the BU-SI data set. These B
horizons were used to build the PPM1.0 model for MAP and MAT (Stinchcomb and
others, 2016). Unlike the Marbut (1935) data set, soils with variable states of maturity
and drainage (“azonal” soils) were not removed. This is an important distinction
because deep-time paleosols that are commonly found in the sedimentary record meet
these criteria (for example, Vertisols and Inceptisols that weathered mixed alluvium).
The uppermost B horizon was chosen because (1) A horizons are rarely recognized in

A B

≤1600 mm
>1600 mm

MAP

GUAM

Fig. 1. Map of modern soils included in the Baylor University Soil Informatics (BU-SI) data set.
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the rock record and (2) the geochemistry of B horizons more closely reflects the
pedogenic state than underlying subsoil horizons that may have more parent material
contributions. Gelisols and Histosols are not included in the uppermost B horizon
subset of the BU-SI data set. Most B horizons consist of some type of Bt or Bw horizon
(including Btk, Btss, et cetera). MAP values in the BU-SI data set range from 130 to 6866
mm, with a median of 1006. Further information regarding these samples can be
found in Stinchcomb and others (2016) and Lukens and others (2018).

Modeling the Soil-Climate Relationship
The CIA-K Proxy for MAP.—The CIA-K weathering index was originally developed

by Nesbitt and Young (1982) as a modification of the chemical index of alteration
(CIA):

CIA � 100 � �Al2O3/�Al2O3 � CaO � Na2O � K2O��, (1)

where oxides are in molar percent (that is, weight percent divided by molecular mass).
Potassium was omitted from the index by Harnois (1988) and dubbed the chemical
index of weathering (CIW); however, Maynard (1992) argued that CIW should be
termed CIA-K to avoid genetic interpretations of weathering state. Thus:

CIA-K � 100 � �Al2O3/�Al2O3 � CaO � Na2O��. (2)

The CIA-K index was conceived as a feldspar weathering proxy by Nesbitt and
Young (1982), with values trending toward 100 with increasing hydrolysis and leaching
of base oxides, and toward 0 with increasing carbonate and/or apatite content.
Initially, only silicate-bound CaO (termed CaO*) was used in these indices to remove
secondary (soil-formed) carbonate from primary mineral compositions. However,
standard characterization of soils includes measurement of total elemental composi-
tion on the � 2 mm grain size fraction, and therefore includes carbonate-bound CaO
in soil data sets (Soil Survey Laboratory Staff, 1992). The CIA-K index is therefore
useful for tracking soil-climate relationships due to the inverse relationship between
calcium carbonate content of soil B horizons and mean annual rainfall amount—
dryland soils tend to be alkaline and contain higher concentrations of calcite, whereas
wetter environments tend to have acidic soils (Sheldon and others, 2002; Lukens and
others, 2018). The inclusion of Na2O in the weathering index should add to the
correlation between CIA-K and MAP because Na leaching is dependent on climate
(Dere and others, 2013), and Na-salts accumulate in desert soils (Amit and others,
1993).

Sheldon and others (2002) later developed regression functions that relate CIA-K
to MAP using the Marbut (1935) data set. The maximum value for CIA-K is 100, which
corresponds to a soil buffered by Al-oxyhydroxides (pH � 4–5) with kaolinite clay and
few base cations in the exchange complex. Such soils are common at MAP values
beginning at around 1600 mm, which is approximately the maximum value in the
Marbut (1935) data set. This effectively emplaces an asymptote at CIA-K � 100;
therefore, an exponential function is preferred over a linear regression (Sheldon and
others, 2002). In developing the pedotransfer functions for climate, Sheldon and
others (2002) reported that numerous possible MAP predictors were sought in
regression analysis, including different weathering ratios, ratios between horizons,
depth functions, and horizon types. This undoubtedly required much time, and
current and future researchers would benefit from an automated approach to such
efforts.

Partial least squares regression and thin-plate spline for MAP and MAT.—The PPM1.0
was developed by applying a combined PLSR and a thin-plate spline modeling
approach on the 685 uppermost B horizons from the BU-SI data set (Stinchcomb and
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others, 2016). The logic for choosing this modeling approach was based on several
reasons and this is discussed in the original work. In general, however, the approach
for building the PPM1.0 was based on the well-known observation that chemical
weathering is the addition, loss, transformation and translocation of elements within a
soil that involves several linear and non-linear processes operating simultaneously at
different rates. Thus, the relation between weathering and climate is complex and
should be modeled in a similar manner.

The PLSR was first performed to reduce the dimensions of the 11 oxides
measured for each B horizon sample. This dimension reduction was likened to the
approach of developing oxide weathering ratios (for example, CIA-K), which also
reduce the dimensions of the factors by creating a single metric, and is one way of
attempting automated variable selection. The PLSR resulted in four regressors, R1-R4,
that correlated MAP and MAT with the oxides. R1, the strongest regressor, was inferred
to track base loss, desilication and residual enrichment of elements with increasing
MAT and MAP. R2 was thought to relate MAT to temperature-dependent dissolution of
Na- and K-bearing minerals. R3 was thought to relate increasing MAP to decalcification
and the retention of Si in less humid environments. R4 was thought to relate MAP to
Mg-retention in mafic-rich parent materials.

Climate (MAT and MAP) was modeled as a joint response on R1 through R4 using
a semiparametric thin-plate spline:

y(MAP, MAT) � f �R1,. . .R4� � εi, i � 1,. . .685, (3)

where y(MAP, MAT) are the combined climate responses MAP and MAT; f(R1,. . .R4) is
the non-parametric smoothing function of the model that relies on the R1-R4 as the
smoothing variables; and εi is the independent, zero-mean random errors from the
training set, i. Simulations showed that the PPM1.0 has a root mean square prediction
error (RMSPE) of 512 mm for MAP and 3.98 °C for MAT. Unlike CIA-K, this model
does not address issues of diagenesis (K2O metasomatism or illitization). Given the
large prediction error, the developers suggested using the model for major climate
transitions marked by large changes in MAP and MAT (Stinchcomb and others, 2016).
One advantage of using a multivariate thin-plate spline approach, as in the PPM1.0, is
that more than one set of predictor values could theoretically yield the same MAP and
MAT. This notion is realistic, as soils can weather differently under the same climate.

Recursive Partitioning
Recursive partitioning is a nonparametric modeling technique that has been

widely used across the sciences for decades (Breiman, [1984] 2017; Friedl and Brodley,
1997; Rawls and Pachepsky, 2002; Pachepsky and others, 2006). The models are
constructed by selecting an individual variable that splits the observations into daugh-
ter groups such that the variance in the response variable (y) in each daughter group is
less than that of the parent group (fig. 2A). The process is then separately repeated on
each daughter group, drawing from the same list of possible predictors that were
attempted on the previous split. Each daughter group is termed a “node” and is
defined by some criterion, which, in the case of soil chemistry, may be a threshold
concentration of a given elemental oxide. Recursive partitioning continues until a
stopping criterion is met, typically a minimum number of observations in each
terminal node. In the end, the model structure takes the form of an inverted tree,
wherein branches emanate from nodes and the final predictions exist as the “leaves.”
Because the model is typically grown to be overly complex, a cross-validation proce-
dure is necessary to “prune” and simplify the tree, which seeks a balance between
optimizing predictive power and preventing overfitting.

Random forest (RF) is a machine learning ensemble algorithm based on the
concepts of recursive partitioning and bootstrap aggregation, or bagging (Breiman,
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1996, 2001). As in bagging, an RF model is constructed by growing a large number of
regression trees that are each generated on bootstrapped samples of a training set;
however, RF is unique in that each tree only draws on a subset of available predictor
variables, typically set as the square root of the total available predictors (Friedman and
others, 2001). This technique is particularly useful for relationships that are driven by
primarily one strong predictor (for example, the CaO-MAP correlation in soils, Lukens
and others, 2018) because the RF model omits any specific predictor in roughly 70
percent of the trees that comprise the RF (Friedman and others, 2001). This greatly
improves RF performance over any single regression tree and reduces bias in the
overall model. Finally, the RF prediction is the average response of all fitted trees in the
forest, thereby reducing variance in the model (Hastie and others, 2009).

For soil and paleosol proxy development, recursive partitioning offers numerous
benefits over simple regression. The first advantage is that the training data set is
subdivided into groups that behave independently. This decreases the need for
stratifying data sets prior to analysis—for example, by soil type (Nordt and Driese,
2010; Gallagher and Sheldon, 2013)—because the splitting algorithm will empirically
divide the data set to improve homogeneity in the response variable across nodes. This
is particularly useful for soils, as they form as a function of many interdependent state
factors (Jenny [1941] 1994) and independent pedogenic pathways can potentially
create similar weathering products (Holliday, 2004). Recursive partitioning therefore
provides a straightforward solution to the endless possibilities of subdividing data sets
prior to modeling.

The second advantage of tree-based models is that of variable selection and data
transformation. Elemental oxides are typically transformed into molecular weathering
ratios to improve regression statistics, but the oxides that are included in such ratios
are left to the developer to decide. For example, Al2O3 is typically used as a recalcitrant
oxide that normalizes mobile oxide concentrations. However, other oxides that behave
like Al2O3 may be just as useful in simple regressions (for example, Fe2O3 and TiO2,
Lukens and others, 2018). Because regression trees can draw on all input variables
independently when creating each node, more flexibility exists in predictor variable
selection for different areas of the data set. The result is that variables that have little
significance across the entire data set can become effective predictors for subsets of the
data. For example, the CIA-K proxy for MAP (Sheldon and others, 2002) uses CaO and

Regression Tree Random Forest
Tree 1 Tree 2 Tree n(...)

mtry: x�, x�, ... xi mtry: x�, x�, x� mtry: x�, x�, x� mtry: x�, x�, x�

A B

External data Prediction of
individual treeTerminal nodeNode

Average

Ensemble predictionDecision

y

Response PDF

y1 y2 yn

Fig. 2. Schematic diagrams of recursive partitioning models. For each tree model, external data are fed
through a series of nodes to reach a prediction. (A) Regression tree; note that the response (ŷ) is the mean of
the data distribution in a terminal node. (B) Random forests consist of an ensemble of trees, each
constructed with a bootstrapped sample and a subset of predictors (mtry). The ensemble prediction is the
average of responses from all trees. Modified after Fig. 4.1 in Criminisi and others (2011). PDF � probability
density function.
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Na2O as predictors, whereas the CALMAG proxy (Nordt and Driese, 2010) substitutes
MgO for Na2O. It is possible that Na2O and MgO concentrations have predictive
capacity for MAP but in different subsets of the data that correspond to unique
soil-forming environments. The recursive partitioning approach works to detect these
subsets of data by drawing on all possible predictors when creating splits in each
subsequent node for every tree. Inclusion of either Na2O or MgO in regressions of
unstratified data sets could overlook their power in specific scenarios.

materials and methods

Data Sets
In order to directly compare the BU-SI and Marbut (1935) data sets, a third data

set (BU-SI1600) was generated by selecting all observations from the BU-SI data with
MAP less than 1600 mm (fig. 3). We used reported elemental oxide concentrations
from the BU-SI and Marbut (1935) data sets, including Al2O3, CaO, Fe2O3 (total Fe),
K2O, MgO, MnO, Na2O, P2O5, SiO2, and TiO2. We exclude ZrO2 because it is not
commonly measured on paleosols. These ten oxides were originally analyzed on the � 2
mm grain size fraction (Marbut, 1935; Stinchcomb and others, 2016, and references
therein). MAP values in the BU-SI1600 data set range from 130 to 1583 mm, with a
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median of 957. Only one value (1583 mm) is above the highest value (1564) in the
Marbut (1935) data set. We note that the median MAP values are similar for the
Marbut (1935), BU-SI, and BU-SI1600 data sets.

A review of the BU-SI data set published as supplementary data from Stinchcomb and
others (2016) (http://earth.geology.yale.edu/%7eajs/SupplementaryData/2019/Lukens)
shows four pedons with incorrect MAP values likely due to prior transcription errors.
These MAP values were identified during ongoing model development efforts and
corrected using the most recently available PRISM data (table S2). The MAP values
were changed as follows: Pedon 02N0081, MAP was reduced from 3349 mm to 293 mm;
Pedon 04N0501, MAP was reduced from 3349 mm to 458 mm; Pedon 04N0498, MAP
was reduced from 3349 mm to 455 mm; and Pedon 02N0081, MAP was reduced from
4225 mm to 3206 mm.

Modeling Methods
All statistical analyses were performed in JMP version 14 (JMP, 2019) and RStudio

(R Core Team, 2019). Each data set was divided into a training and testing set using a
random 70/30 split for exponential regressions and regression trees; however, entire
data sets were used for random forest model development.

Exponential regression.—Exponential regression analyses were run in JMP using
CIA-K (mole %) as a predictor and MAP as a response. The regression function follows
the form:

MAP � aeb(CIA-K) (4)

where a is the scaling factor (y intercept), b is the growth rate, and e is Euler’s number
(2.718. . .).

Regression trees.—Individual regression trees offer insight into the decisions driving
random forest models, which are otherwise “grey box” models. We therefore carefully
grew and then pruned back regression trees for each of the data sets to understand the
relationships between elemental inputs and MAP responses. Regression trees were
generated using the rpart package (Therneau and others, 2018a), which implements
most of the original recursive partitioning functions published by Breiman and others
(1984). Input variables for each model included 10 commonly measured major and
minor oxides (in wt. %): Fe2O3, Al2O3, SiO2, TiO2, CaO, MgO, K2O, Na2O, MnO, and
P2O5. We omit ZrO2 from analyses because it is not commonly measured on paleosols
and showed little predictive capacity for MAP in early versions of regression tree
models.

Splitting was performed using the analysis of variance (ANOVA) method (Ther-
neau and others, 2018b). The splitting procedure first calculates the total sum of
squares (SST) for the starting group (the node), which is the squared differences of
each observation from the overall mean, summed across all observations:

SST � �
i�1

n

�yi � �y)2 (5)

where y is the MAP value for each sample i, �y is the average MAP value in the group, and
n is the number of observations in the group. The splitting criterion is then selected to
maximize between-group variance (SSL 	 SSR, where L is the left group and R is the
right group) (Therneau and others, 2018b).

The tradeoff between tree size and error is tuned using the complexity parameter
(cp). As a regression tree is grown, splits are generated only if the model R2 value
increases by a factor equal to the cp value, which essentially serves as a pre-pruning step
prior to cross-validation. For each model, two stopping criteria were used: 1) a split
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would be attempted if a minimum of 20 observations were present in a node, and 2)
the minimum leaf (terminal node) size was one third of this minimum value (20/3 

7). Thus, even if 20 observations were available for node splitting, if either of the
resultant leaves would have less than seven observations the split would be abandoned.
The rpart package developers note that very small nodes are typically pruned away in
cross-validation, so these default parameters save computational time (Therneau and
others, 2018b, p. 24). For any tree, the reported values at each node and leaf are the
means of the group. Cross-validation is necessary in order to estimate the prediction
error associated with the regression tree models (Hastie and others, 2009).

Regression trees were pruned using a k-fold cross-validation procedure (k � 10).
The training data set was split into 10 equal subdivisions and a tree was fit on each fold.
The cp value associated with the tree that had the lowest root mean square prediction
error (RMSPE) was then selected as the cp for a final, pruned regression tree grown
using the entire training data set. For each tree, relative cross-validated error was
analyzed as a function of cp value, with the expectation that error decreases with
increasing complexity. In the event that high cp values resulted in higher cross-
validated error—a sign of overfitting—the cp value was manually reduced to minimize
error. Pruned and vetted regression trees are presented using carefully chosen cp
values. Relative error is calculated as 1-R2, whereas cross-validated error is calculated
after 10-fold cross-validation and is a measure similar to the predicted residual error
sum of squares (PRESS) statistic (Thernaeu and others, 2018b).

Random forests.—RF models were built in RStudio using the randomForest package
(Liaw and Wiener, 2002). Each regression tree for the forest was generated through
the following procedure. First, a bootstrapped sample was drawn from the training set
by random sampling (with replacement) of roughly 2/3 of the observations. The 10
elemental oxides used for growing regression trees (See Regression Trees) were used as
potential predictors. The number of predictor variables used for any individual tree is
defined by the variable mtry, and by convention is set to one third of the available
predictors (10/3 
 3). Each tree was therefore grown with three randomly selected
predictors using a random sample of the training data set, and no pruning procedure
was applied. All samples not included in the bootstrapped sample (“out-of-bag”
samples, or OOB) were then sent down the tree to calculate the OOB error estimate,
which is an RMSPE for the random forest models. This procedure was carried out a
total of 500 times for each of the three training sets (Marbut, BU-SI, and BU-SI1600) to
ensure that a sufficient number of trees were constructed to minimize model error.
The randomForest package calculates predictor variable importance by sending OOB
samples through a model constructed on a version of the data set wherein each
variable is individually permuted. The difference in MSE before and after variable
permutation is used as a metric to rank the predictive importance of each variable.
When the RF models are applied on external data, response values are given as the
average from all trees in the forest for any input value.

Prediction error.—A general cross-validation procedure was performed to estimate
prediction error when an RMSPE was not part of a modeling algorithm (that is,
excluding random forest). The exponential regression and regression tree models
were calibrated using a training set (70% of observations) and then applied on the
validation set (30% of observations). The RMSPEs were calculated according to the
following formula:

��
i

n
�ŷi � yi�

2

n
(6)
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where ŷ is the climate value predicted by the model, y is the known climate value, i is a
given observation, and n is the number of observations in the validation set. The
RMSPE values are taken as the best estimations of error when each model is applied on
unknown data rather than RMSE values. Prediction errors associated with the random
forest models are the one exception to this approach, as OOB error estimates provide
robust prediction error values (Breiman, 2001). Splitting of a training and testing set is
unnecessary for random forest models. Each random forest model was therefore
generated on entire data sets (not just training sets) and reported RMSPEs are the
OOB errors calculated via the random forest procedure.

results

Data Set Distributions
The online supplement contains the data sets analyzed in this study. Distributions

for CIA-K and MAP values are presented for each data set in figure 3. MAP values
measured from across the contiguous United States are shown for comparison (Daly
and others, 1994). The random splitting of training and testing sets does not create
systematic biases in any case. The Marbut (1935) data set shows two major differences
compared to either the BU-SI or BU-SI1600 data sets: (1) CIA-K values are more heavily
skewed toward high values, and (2) arid regions are underrepresented. In contrast, the
BU-SI and BU-SI1600 data sets correspond more closely with the population of MAP
values across the conterminous United States and tend to have a broader distribution
of CIA-K values.

Exponential Regression Results
Exponential regression analyses are shown in figure 4, and summary statistics for

each function are reported in table 3. The scaling factor and growth rate are very
similar for each function, with overlapping values within 1� confidence intervals (table
3). The minimum estimate for each function (CIA-K � 0) is equal to the scaling
factor (a in table 3), as the exponential term in the regression equation reduces to
one (eq 4).

Data set size is inversely proportional to the total variance explained by exponen-
tial models (r2) and directly proportional to model error (RMSE) and prediction error
(RMSPE). Prediction errors are similar or greater than model errors except for the
Marbut (1935) data set, for which RMSPE is actually lower than RMSE. This effect is
likely due to low sample size and biased sample coverage. Regression standard errors
reported for the CIA-K index from previous efforts to model MAP are �182 mm
(Sheldon and Tabor, 2009), similar to results presented here. The BU-SI and BU-SI1600
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data sets are more variable than the Marbut (1935) data set, with many samples
occurring at high CIA-K values in arid to semi-arid climates (MAP �500 mm). There
are also a greater number of samples with moderate CIA-K values that occur in
subhumid to humid climates (MAP �1000).

Regression Tree Results
Growing and pruning regression trees.—The un-pruned regression tree constructed

using the Marbut (1935) training data set shows a rapid increase in apparent R2

(calculated before cross-validation) for the first 1-2 splits, followed by a “plateau”
marking little increase in explanatory power with increasing tree size (fig. 5A).
Cross-validation resulted in lower R2 values that mirror the general pattern of apparent
R2 across tree size. Relative error (1-R2) calculated after cross-validation indicates that
error is minimized for a tree with two splits. Most of the variance in the relationship
between geochemistry and MAP is explained by the first split (fig. 5A). The cp value of
0.034 was chosen for the final, pruned regression tree for the Marbut data set because
cross-validated error and model R2 are invariant after two splits (fig. 5A).

The un-pruned regression tree grown on the BU-SI training data set shows a
steady increase in apparent R2 for up to three splits (fig. 5B). Unlike the regression tree
built on data from Marbut (1935), the variance between geochemistry and MAP for the
BU-SI data set is more evenly distributed across tree splits. Cross-validated R2 is
consistently lower than apparent R2. The steady decrease in cross-validated error with
upwards of three splits justifies the use of a cp value of 0.049 in the pruned regression
tree for the BU-SI data set.

The un-pruned regression tree grown on the BU-SI1600 training data set has a
sharp increase in apparent R2 after the first split with little change after a tree size of
two splits (fig. 5C). Cross-validation resulted in maximized relative R2 values and
minimized error at a tree size of two splits. Accordingly, we used a cp value of 0.032 to
prune the final regression tree.

Regression trees for each data set are presented in figure 6. A key is shown to aid
the user in navigating the flow-chart style of decisions down each tree (also see fig. 2).
Splitting criteria are labelled at the top of each node, and numbers in the circles
overlain on each node identify the mean value of all observations in the node. The
number of samples in each node are identified under the mean value in gray font.
Each regression tree begins at the top-center of each diagram, where the first node is
labelled with the first splitting criterion. Samples that meet said criterion proceed
toward the left, whereas those that fail proceed to the right, and so on down to the

TABLE 3

Exponential regression model summaries

Data set Training set 

(70%)

Testing Set 

(30%)

Scaling 

factor (a)

Growth 

factor (b)

Model 

r2
RMSE* 

(mm)

RMSPE†

(mm)

Marbut§ 126 NA 221 0.020 0.72 182 NA

Marbut (1935) 87 38 239 ± 34 0.017 ± 0.002 0.68 191 178

BU-SI 479 206 194 ± 26 0.021 ± 0.002 0.27 564 620

BU-SI1600 450 192 212 ± 16 0.018 ± 0.001 0.48 293 299

Note: For each exponential regression, the chemical index of alteration minus potassium (CIA-K) weathering
index was used to predict mean annual precipitation (MAP). The BU-SI1600 data set includes all samples from the
BU-SI data set in areas below 1600 mm MAP. All regression coefficients and models have a probability (p value) �
0.01. Scaling factor (a) and growth factor (b) are shown with 1� errors.

*RMSE � Root mean square error.
†RMSPE � Root mean square prediction error.
§Exponential regression reported by Sheldon and others (2002).
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terminal nodes. The final decision is given as the mean value of all samples in each
terminal node. Box plots are shown for each regression tree to show the distribution of
values in each terminal node. Each tree is plotted so that MAP values increase toward
the right in each hierarchical partition.

The Marbut (1935) regression tree used only CaO as a MAP predictor and
resulted in three terminal nodes corresponding to generally semi-arid, sub-humid, and
humid climate zones. The BU-SI1600 regression tree is similar but substitutes TiO2 for
CaO in differentiating sub-humid and humid climates. The BU-SI regression tree first
splits soils from areas of high MAP using Fe2O3 and uses CaO and TiO2 to predict MAP
for drier climates. The BU-SI regression tree separated MAP responses into semi-arid,
sub-humid, humid, and perhumid climate zones at the terminal nodes (fig. 6B).

Random Forest Results
Variable importance plots for the RF models trained on each data set are shown in

figure 7. For each plot, the x-axis is the percent increase in mean square prediction
error calculated by replacing permuted values over the data set for each variable. As
expected from the other modeling techniques, CaO is the most powerful predictor of
MAP. However, all other oxides hold some amount of predictive capacity for MAP,
similar to findings of other multivariate techniques (Stinchcomb and others, 2016).
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The top four predictors for MAP in the Marbut (1935) data set are the four mobile
base oxides (CaO, MgO, Na2O, and K2O). MgO and Na2O have similar predictive
capacity. All other oxides gradually decrease in importance. In contrast, input variables
show a different ranking of importance in BU-SI and BU-SI1600 RF models. After CaO,
TiO2 and MgO are the most powerful predictors for MAP in both models, whereas
TiO2 is the least valuable predictor in the Marbut RF model. Na2O is relatively less
important in predicting climate for both BU-SI-based models than for the Marbut
model. Fe2O3 has more predictive capacity in the BU-SI model than the BU-SI1600,
likely due to the inclusion of samples from soils weathering under wetter climates. In
all models, SiO2, P2O5, Al2O3, and MnO are relatively less important in predicting MAP
than the other oxides.

Model Comparison
A summary of modeling results for each data set and technique is presented in

table 4. Exponential regression and regression tree results are generally similar,
though exponential regression results in less variance explained and higher errors for
the BU-SI and BU-SI1600 data sets. RF provides the highest R2 and lowest prediction
errors for all data sets.
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Fig. 7. Variable importance rankings for RF models calibrated on each data set. The x-axis is a measure
of the increase in mean square error (MSE) between the model and a version of the model constructed on
permuted values of each oxide. For each model, CaO is the most important predictor of MAP, but all oxides
contribute to error reduction in the models.

TABLE 4

Comparison of models for mean annual precipitation

Data set Exponential regression Regression tree Random forest

r2 RMSPE* 

(mm)

R2 RMSPE 

(mm)

R2 RMSPE 

(mm)

Marbut (1935) 0.68 178 0.62 181 0.76 154

BU-SI 0.26 619 0.40 621 0.58 395†

BU-SI1600 0.27 620 0.56 277 0.71 209§

Note: For each exponential regression, the chemical index of alteration minus potassium (CIA-K) weathering
index was used to predict mean annual precipitation (MAP). Random forest models were run on entire data sets, not
just training data. RMSPE for random forest are reported as out-of-bag error estimates; see text for details.

*RMSPE � Root mean square prediction error.
†Also referred to as RF-MAP1.0.
§Also referred to as RF-MAP2.0.
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discussion

The study of paleosols is fraught with challenges, primarily due to limited
knowledge about soil-forming factors in deep-time records. Paleosol proxies for
environment and climate therefore must be widely applicable and developed with few
a priori assumptions. The BU-SI data set was compiled specifically to include a large,
diverse set of soils that have formed under a wide range of state-factor combinations,
and to have detailed attributes available for sample selection and stratification (Nordt
and Driese, 2013; Stinchcomb and others, 2016). Differences between the composition
of the Marbut (1935) and BU-SI data sets are readily apparent upon comparison and
are the direct result of the motivations behind each data compilation. We found that
the Marbut (1935) data set of North American soils is biased toward soils forming in
sub-humid and humid climates (800–1500 mm MAP), where soils tend to have high
CIA-K values (� 70) (fig. 3). This is likely the product of Marbut’s stated focus on
analyzing soils he determined to be “mature,” but may also be due to the relative
remoteness and paucity of soil science institutions in the arid western United States in
the early 20th century. The BU-SI and BU-SI1600 data sets more closely reflect the
bimodal distribution of MAP across the conterminous United States and have broader
distributions of CIA-K values. We therefore propose that the Marbut (1935) data set be
abandoned for future paleoclimate model development, and researchers should
instead utilize the BU-SI and BU-SI1600 data sets.

Comparison of models trained on each of these data sets demonstrates that the
inherent biases in the Marbut (1935) data leads to prediction errors that are unrepre-
sentative of natural variability in soil-climate relationships. We reproduce earlier
results of Sheldon and others (2002) in our exponential regression analyses of MAP
versus CIA-K. The intercept and slope of regression functions are very similar between
training data sets and indicates that the regression models are tracking similar
phenomena (table 3). However, the lower r2 and higher error (RMSE and RMSPE) for
the BU-SI1600 data set relative to the Marbut (1935) data set cannot be attributed to a
difference in MAP range, and instead is an effect of data set composition—namely,
more variable soil types being present in the BU-SI1600. This effect signals that biases
exist in the coverage of soil and climate space in the Marbut (1935) data set, and RMSE
and RMSPE values for models built on such data will be artificially low. Thus, for
exponential pedotransfer functions, the prediction error of 299 mm is a more realistic
uncertainty between CIA-K and MAP, rather than the 182 mm previously reported
from the model trained on the Marbut (1935) data (Sheldon and Tabor, 2009).

The upper threshold of prediction for all exponential models is around 1600 mm.
This is true for the model trained on the BU-SI data set, even though soils are included
from climates with �6000 mm MAP. This observation supports the theoretical upper
limit of CIA-K sensitivity to MAP of �1600 mm proposed by Sheldon and others
(2002). This limit has now been replicated on three independent data sets—the
Marbut (1935) data, the BU-SI data, and the Vertisol climosequence of Nordt and
Driese (2010). These results provide strong evidence that traditional approaches to
modeling MAP using pedotransfer functions based on weathering indices are unable
to predict perhumid (�2000 mm MAP) climate zones. Furthermore, the exponential
regression models do not capture the sample space consisting of soils with relatively
low MAP and high CIA-K values (fig. 4), suggesting that the exponential form is not an
ideal fit for the relationship.

Recursive partitioning is a potentially more robust approach to modeling climate
from soil bulk elemental composition, as demonstrated by our regression tree and RF
results. Individual regression trees offer a simplified perspective on the drivers behind
prediction in RFs and are therefore useful to study for insight into RF models. The
regression trees trained on the Marbut (1935) and BU-SI1600 data sets are very
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similar—both rely on CaO to predict MAP in arid soils and only three climate zones
are differentiable (fig. 6). The BU-SI regression tree is more complex, likely due to the
larger number of soils and expanded MAP regime. Fe2O3 is important for differentiat-
ing humid soils from the rest of the data set, which mirrors results reported by
Stinchcomb and others (2016). The importance of TiO2 in predicting MAP for the
BU-SI and BU-SI1600 data sets and not the Marbut (1935) data set suggests that limited
coverage of soil types in the latter data set did not capture the relationship between
high MAP and residual enrichment of refractory metals. We note that these results do
not demonstrate that CaO is the only elemental oxide sensitive to MAP in the Marbut
(1935) data set; rather, the recursive partitioning procedure found CaO to be the most
important individual oxide for minimizing variance in MAP between nodes at all levels.

The RF results add deeper insight into the relationship between the soil elemental
composition and MAP. As expected, CaO was the most important MAP predictor for
each data set. The weatherable base oxides MgO, Na2O, and K2O were the most
important predictors after CaO for the Marbut (1935) soils, confirming the findings of
Sheldon and others (2002) that CIA-K, the bases to Al2O3 ratio, and the CaO to Al2O3
ratio were sensitive to MAP. The RF models trained on the BU-SI and BU-SI1600 data
sets have a different order of predictor importance than the RF model trained on the
Marbut (1935) data set, and TiO2 and Fe2O3 were found to be important predictors for
MAP. The finding that all 10 bulk elemental oxides hold some level of predictive
capacity for MAP across all three data sets suggests that simple weathering indices only
capture subsets of the manifold geochemical transformations in soils that are driven by
climatic processes. This demonstrates the need for multivariate and non-parametric
approaches for maximizing the relationship between soil bulk elemental composition
and climate responses (for example, Stinchcomb and others, 2016).

Other paleosol proxies that relate soil elemental oxides to climate have used a
variety of pretreatment and data transformation techniques, including the structuring
of oxides into weathering indices or elemental ratios, and by weighting predictors
using coefficients (for example, Sheldon and others, 2002; Retallack, 2008b; Nordt
and Driese, 2010; Gallagher and Sheldon, 2013). Recursive partitioning is unique as a
modeling tool because predictors are drawn individually and iteratively tested on
subsets of the training data set. Thus, direct comparison between regression tree or RF
models to simple regression models is not tenable. For example, the ordering of MgO
above Na2O in the RF models does not imply that CALMAG is more sensitive to MAP
than CIA-K because both indices involve transformation of data into weathering
indices that are traditionally applied across the full range of observations.

The mean values predicted for each terminal node of regression trees, with
their associated error, offer insight into empirical climate zones that are predict-
able by soil bulk elemental oxide composition. In studies of paleoclimate, paleope-
dologists commonly frame reconstructed MAP values in terms of climate zones,
including arid (� 250 mm), semi-arid (250 –500 mm), sub-humid (500 –1000 mm),
humid (1000 –2000 mm), and perhumid (� 2000 mm) (after Bull, 1991). However,
there is currently no empirical justification for linking these climate zones to
pedogenic responses, and elemental oxides in soil B horizons may not record
measurable differences that correspond to these delineations. Depending on the
size of the training data set, the rpart algorithms detect less or more climate zones
than those proposed by Bull (1991) (fig. 6). For the regression trees grown on the
Marbut (1935) and BU-SI1600 data sets, only three responses remained after
pruning and correspond to semi-arid, sub-humid, and dry humid zones. One
additional zone (perhumid) is a possible response in the BU-SI regression tree.
These analyses are possibly the first empirical confirmation of the sensitivity of soil
elemental responses to Bull’s (1991) MAP zones.
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The most widely applicable model resulting from our analyses is the RF model
calibrated on the BU-SI data set, named here as RF-MAP1.0. The prediction error for
RF-MAP1.0 is 395 mm, which is markedly less than the modelled RMSPE of 512 mm for
PPM1.0 (Stinchcomb and others, 2016). For settings in which MAP was likely less than
1600 mm, we recommend that researchers use the RF model developed on the
BU-SI1600 data set, named here as the RF-MAP2.0 model. We differentiate version
numbers for these models based on the differences in training data set composition
that result in unique model structures, which, in turn, can produce different MAP
estimates. The RF-MAP2.0 model has a prediction error of 209 mm, lower than the
CIA-K exponential function (299 mm) and substantially lower than RF-MAP1.0 and the
PPM1.0 models. However, justification for assuming MAP values to be less than 1600
mm would need to be given for use of RF-MAP2.0 on paleosols. This may include the
presence of pedogenic carbonate or soluble salts in paleosol profiles, or an indepen-
dent MAP estimate from the same locality (for example, from paleobotanical proxies;
Peppe and others, 2011).

application

Caveats for Model Applications
Code for implementing the RF-MAP1.0 and RF-MAP2.0 models is available in two

sources: 1) a folder with all relevant files is in the online supplement (http://
earth.geology.yale.edu/%7eajs/SupplementaryData/2019/Lukens); and 2) through a
public GitHub repository (https://github.com/dkahle/rf-map). When users re-create
the RF-MAP models in R or RStudio, the random number generator seed must be set
to 42 (set.seed(42)), otherwise a unique random forest model will be generated and
predicted values will not be reproducible across model versions. We strongly dissuade
researchers from using figure 6 as a flow-chart for predicting MAP values. Splitting
criteria are rounded in figure 6 but have several more decimal places in the regression
tree model, which could result in inaccurate predictions. Further, the random forest
approach is much more accurate than any individual regression tree and offers a
continuous response, rather than a limited number of solutions (terminal nodes).

RF-MAP1.0 and RF-MAP2.0 are applicable on any soil or paleosol similar to those in
the training data sets (table S2, http://earth.geology.yale.edu/%7eajs/Supplementa-
ryData/2019/Lukens). These models should only be applied on the uppermost B
horizon of paleosols and the cross-validated prediction errors of 395 mm and 209 mm,
respectively, should be incorporated with all predictions. We no longer support the
application of the CIA-K transfer function for MAP, as our data set inter-comparison
demonstrates that functions trained on the Marbut (1935) data set are not appropriate
for most applications; however, any future studies that utilize the CIA-K exponential
function should use a prediction error of 299 mm. Paleosols exhibiting diagenetic
alteration should be excluded from model application, especially in cases where
post-burial additions or losses of CaO, MgO, Fe2O3, or TiO2 may have occurred.
Researchers should also follow laboratory techniques similar to those performed on
the training data set, which include isolating the fine-earth fraction (�2 mm) and not
pre-treating samples with acids to remove carbonates before analysis (Soil Survey
Laboratory Staff, 1992).

Case Studies
We evaluate the performance of the RF-MAP models using three approaches to

deep-time paleosol application. In the first case study, RF-MAP1.0, RF-MAP2.0, PPM1.0,
and the CIA-K exponential transfer function were used to predict MAP for a selection
of paleosols with external climate control (table 5). The Ngira Paleosol is a highly
weathered early Miocene Vertisol that formed on basaltic alluvium and colluvium in
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equatorial East Africa (Driese and others, 2016). Authigenic kaolinite, highly decom-
posed silicate minerals, and large root traces indicate that the paleosol formed under
an intense climatic regime with likely forested vegetation. Results from the RF-MAP1.0
and PPM1.0 models are similar to MAP estimates from closed canopy, seasonal forests
reconstructed for nearby strata on Rusinga Island (table 5; Michel and others, 2014).
The RF-MAP2.0 and CIA-K estimates of sub-humid (993 and 1309 mm, respectively)
climate are too dry to account for the extensive weathering state and paleogeographic
position of this paleosol.

The RF-MAP1.0 and PPM1.0 models do not show agreement in MAP estimates for a
late Miocene (6.6 Ma) Vertisol from the Coffee Ranch fossil locality in the Texas
Panhandle (table 5; Lukens and others, 2017a). However, RF-MAP1.0 and the CIA-K
transfer function are within error or very close to a MAP estimate from a transfer
function based on the proportion of hypsodont taxa in the Coffee Ranch fossil
assemblage (Fraser and Theodor, 2013). Modern Vertisols forming in central Texas
that are analogous to the Coffee Ranch Vertisols have a domain boundary at 1150 mm
MAP, above which MnO2 shows net accumulation relative to parent materials (Stiles
and others, 2003). Mass-balance analysis of the paleosols at the site revealed no MnO2
gains, which indicates the PPM1.0 results are high but within error of this upper
boundary for possible MAP (Lukens and others, 2017a). In this case, the RF-MAP2.0
model estimates lower MAP values than are reasonable. This result underscores the
need for considering RMSPEs as realistic uncertainty envelopes, and further indicates
that the PPM1.0 should primarily be used to study major climate changes and that
multiple models should be cross-compared for deep-time paleoclimate proxy applica-
tions. Lastly, an Aridisol from the Late Triassic Chinle Formation in northwest New
Mexico was previously documented to have semi-arid (282–438 mm) MAP based on
two depth-to-carbonate transfer functions (Retallack, 2005; Cleveland and others,
2008). Results are consistent across all models (table 5).

In our second case study, we apply the two RF-MAP models to previously
documented paleosols from the late Pennsylvanian Paganzo Group of southern
Gondwana (modern NW Argentina) that were interpreted to have formed in moist to
wet forested environments (fig. 8; Gulbranson and others, 2015). There is good
agreement between the RF-MAP1.0, CIA-K, and RF-MAP2.0 for MAP values between
1300 to 1600 mm for most of the paleosols. However, RF-MAP1.0 estimates values of
1670 to 1749 mm for four Vertisols that CIA-K predicts to be between 1311 to 1461 (fig.
8A). When mean annual temperature (MAT) estimates of 13 to 15°C reported by
Gulbranson and others (2015) are considered, these rainfall values are within the

TABLE 5

Application of RF-map on paleosols and model intercomparison

Formation and Locality Age Paleosol Type Horizon MAP Estimate (mm)

(Ma) CIA-K PPM1.0 RF-MAP1.0 RF-MAP2.0 Other

± 299* ± 512 ± 395 ± 209

Karungu Fm., Ngira, Kenya† >17.8 Oxisolic Vertisol Bss1 1309 1769 2105 993 1394–2618

Ogallala Fm., TX, USA§ 6.6 Vertisol Bss1 1091 1462 752 579 992

Redonda Fm., NM, USA# ~200 Aridisol Bk1 458 357 387 376 282–438

Note: MAP estimates are based on the uppermost B horizon for each case study.
*RMSPE value from cross-validation on the BU-SI1600 data set.
†From Driese and others (2016), using Ngira unit 1; external estimates are based on nearby contemporaneous

paleoflora (Michel and others, 2014).
§From Lukens and others (2017a), using the Non-Calcic Vertisol pedofacies; external estimates are based on the

proportion of hyspodont taxa in a vertebrate faunal assemblage at the locality (Fraser and Theodor, 2013).
#From Cleveland and others (2008), using the Red18 paleosol; external estimates are based on depth to

carbonate (Retallack, 2005; Cleveland and others, 2008).
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range of modern temperate forests and, for the more humid values estimated by
RF-MAP1.0, are within error of temperate rainforests (Peppe and others, 2011). The
RF-MAP1.0 model therefore will add great value in predicting wetter humidity prov-
inces using the methods of Gulbranson and others (2011), which currently rely on
MAP estimates from CIA-K. One paleosol shows extreme disagreement between
RF-MAP1.0 and both CIA-K and RF-MAP2.0 (fig. 8). This sample is high in CaO (4.59 wt.
%), which results in very low CIA-K and RF-MAP2.0 predictions, but also is high in
Fe2O3 (69.67 wt. %), which results in very high estimates from RF-MAP1.0. It is
therefore possible that any sample that contains discrete nodules of carbonate and/or
Fe oxides or hydroxides will have highly disparate results from RF-MAP1.0 and either
CIA-K or RF-MAP2.0. In these examples, the behavior of RF-MAP2.0 is similar to that of
CIA-K, and underscores the need to use RF-MAP1.0 in settings where MAP may be
higher than 1600 mm.

Our third application focuses on Late Triassic paleosols from Petrified Forest
National Park, Arizona (Nordt and others, 2015). Nordt and others (2015) summa-
rized extensive research efforts focused on understanding the evidence for and driving
mechanisms of a protracted monsoonal climate system of western equatorial Pangea.
The middle Norian climate shift at ca. 214.7 Ma initiated gradual regional aridification,
as evidenced by the appearance of calcic paleosols. In this setting, paleo-MAP is known
to have been variable, and a large number of paleosol samples are available for model
application. We advocate for only applying RF-MAP1.0 in this case, rather than
selectively isolating samples to run in either RF-MAP1.0 or RF-MAP2.0.

In general, RF-MAP1.0, PPM1.0, and CIA-K show the same trend across the middle
Norian climate shift, with sub-humid to humid MAP transitioning to more highly
variable climate states marked by pronounced arid intervals after 214.7 Ma (fig. 9).
Prior to the middle Norian climate shift, the CIA-K and PPM1.0 models predict
consistently humid to wet sub-humid climates. However, RF-MAP1.0 predicts drier MAP
values, consistently in the sub-humid range, but within error of the dry end of the
humid climates. After the middle Norian climate shift, arid intervals are similarly
estimated across each model. A key difference in model behavior emerges for paleosols
between ca. 215 to 207 Ma: for wet phases, the PPM1.0 predicts humid MAP values,
whereas the CIA-K and RF-MAP estimates are near the sub-humid to humid boundary

0

500

1000

1500

2000

2500

0 500 1000 1500 2000 2500

R
F-

M
AP

1.
0 (

m
m

)

CIA-K (mm)

0

500

1000

1500

2000

2500

0 500 1000 1500 2000 2500
CIA-K (mm)

0

500

1000

1500

2000

2500

0 500 1000 1500 2000 2500
RF-MAP2.0 (mm)

R
F-

M
AP

2.
0 (

m
m

)

R
F-

M
AP

1.
0 (

m
m

)

Protosol/Inceptisol Vertisol Argillisol/Alfisol

A B C
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Fe2O3 yields low MAP values predicted by CIA-K but high MAP values predicted by RF-MAP1.0. Several
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or as low as semi-arid values at times. The RF-MAP1.0 model results suggest that
semi-arid phases may have begun far earlier than previously documented, starting at
around ca. 215 Ma, and that the middle Norian climate shift (214.7 Ma) was marked by
a 42 percent decrease in rainfall from 795  395 to 464  395 (fig. 7). Further, the new
MAP values estimated by the RF-MAP1.0 model indicate that wet intervals before and
after the middle Norian climate shift were similar in MAP value, and that the climate
transition is characterized as the introduction of arid episodes rather than a secular
drying trend. These notable wetting and drying cycles present after 214.7 Ma were
identified across all models and occur on the order of 106 years.

conclusion
Predicting paleoclimate using the geochemistry of paleosols is a challenging

endeavor and requires multivariate and non-linear modeling approaches and diverse
data sets that reflect the complex nature of weathering. The Marbut (1935) national
soil data set was compiled using philosophies of pedology that were novel at the time,
but they do not apply to a wide range of soils. This collection of relatively limited soil
types across climate space is not characteristic of the modern continental United
States, Caribbean, or Pacific island soils. Nor is the Marbut (1935) data set representa-
tive of many paleosols observed in deep-time. Past uses of these data have resulted in
pedotransfer functions with unrealistically low prediction errors for simple regression
models and are therefore not ideal for application to paleosols. Embracing the
more diverse assemblage of soils in the BU-SI data set allows for wider applicability
of geochemical models for climate state, but the added variability in the soil-
climate relationship for such data requires more complex modeling techniques to
reduce prediction error. Application of recursive partitioning via random forest
machine learning boosts the predictive capacity and minimizes error of MAP
models based on B horizon elemental composition, and has the added benefit of
automated variable selection. We have shown progress in modeling MAP using
random forest, and advocate for using the RF-MAP1.0 model in settings where
either paleoclimate constraints are either unavailable, or if a large number of
samples are to be run in the model. In settings where MAP values are known to have
been less than 1600 mm, the RF-MAP1.0 and RF-MAP2.0 models should be applied to
paleosols rather than the CIA-K proxy. We recommend that future attempts to
develop paleosol proxies and pedotransfer functions should use the BU-SI data set
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rather than the biased Marbut (1935) data set. Proxy developers should also
incorporate cross-validation and multivariate approaches in order to meet modern
standards of best practices in statistical science.
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Passchier, S., Bohaty, S. M., Jiménez-Espejo, F., Pross, J., Röhl, U., Van De Flierdt, T., Escutia, C., and
Brinkhuis, H., 2013, Early Eocene to middle Miocene cooling and aridification of East Antarctica:
Geochemistry, Geophysics, Geosystems, v. 14, n. 5, 1399–1410, https://doi.org/10.1002/ggge.20106

Paton, T. R., and Humphreys, G. S., 2007, A critical evaluation of the zonalistic foundations of soil science in
the United States, Part I: The beginning of soil classification: Geoderma, v. 139, n. 3–4, p. 257–267,
https://doi.org/10.1016/j.geoderma.2007.01.020

Peppe, D. J., Royer, D. L., Cariglino, B., Oliver, S. Y., Newman, S., Leight, E., Enikolopov, G., Fernandez-
Burgos, M., Herrera, F., Adams, J. M., Correa, E., Currano, E. D., Erickson, J. M., Hinojosa, L. F.,
Hoganson, J. W., Iglesias, A., Jaramillo, C. A., Johnson, K. R., Jordan, G. J., Kraft, N. J. B., Lovelock, E. C.,
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