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ATOMISTIC TO MESO-SCALE MODELING OF MINERAL
DISSOLUTION: METHODS, CHALLENGES AND PROSPECTS

INNA KURGANSKAYA*,† and RICARDA D. ROHLFS*

ABSTRACT. Dissolution and growth of minerals constitute a special interdisciplin-
ary field covering a large variety of modern ecological and geochemical problems, for
example, radioactive and toxic waste sequestration, weathering and biomineralization.
The processes of mineral dissolution and growth are inherently complex. Formulation
of a consistent theory applicable to arbitrary environmental conditions is a big goal for
the geochemical community. This task cannot be fulfilled without a rigorous systematic
methodological approach to create multi-scale models. We review current modeling
approaches from atomistic to meso-scale as well as state-of-the-art approaches to
connect these scales. Atomistic models provide us with molecular reaction rates and
help us to explain mechanisms of bond dissociation, formation of transition state and
adsorption complexes. Kinetic Monte Carlo (KMC) models incorporate an ensemble
of different elementary reactions taking place at mineral surfaces. These stochastic
models provide us with reaction sequences and corresponding surface topographies,
as well as the geometry of reactive surface features. Experimental measurements
provide important material for model verification. Environmental controls of the
reaction process are incorporated into KMC models by using complementary Grand
Canonical Monte Carlo (GCMC) simulations that provide statistics on charged sites
and adsorbed ions. Reactive Canonical Monte Carlo constitutes an alternative ap-
proach to study mineral-fluid systems at chemical equilibrium. Analytical models of
dissolution and growth based on atomic step velocities as functions on elementary
rates and environmental conditions have been actively developed for decades. A novel,
fast approach based on computational geometry, using Voronoi surface partitioning
with non-Euclidean distance function, recently appeared. This approach allows us to
simulate systems larger than what can be handled with atomistic methods and enables
the possibility to upscale all-atomic meso-scale models to pore and continuum scales.
The aim of this manuscript is to provide a road map of the existing vibrant field of
atomistic-to-meso-scale models and computer simulations. We supplement the text
with important equations quantitatively relating physical parameters involved in mod-
els at different scales. The discussion of existing methodological gaps and lack of
parameters necessary for the construction of multi-scale models is provided.

Key words: mineral dissolution, stochastic modeling, Monte Carlo, Voronoi
model, multi-scale, mineral-water interface

introduction
Mineral dissolution and growth kinetics nowadays can be considered as a special

discipline incorporating broad knowledge from many fundamental disciplines: miner-
alogy, geochemistry, physical chemistry, chemistry of surfaces and colloids, hydrogeol-
ogy, solid state physics and chemical physics. The essential core of the discipline is the
interaction of the solid material with the liquid phase commonly represented by water
with any dissolved components. The process can be considered at a wide range of
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spatial and temporal scales, from electronic density structure at subatomic scale to
meters and kilometers of metasomatically replaced mineral phases, from femtosec-
onds corresponding to fractions of atomic vibration frequencies to thousands and
millions of years corresponding to geological time scales. Complexity of the dissolution
process at any scale stems from a great number of possible degrees of freedom, for
example chemical composition and crystal structure, order-disorder of cations in
crystalline lattice (Zhang and Lüttge, 2007; Zhang and Lüttge, 2008; Yang and others,
2014), variations in grain size (Briese and others, 2017) and crystal defect distributions
(Fischer and others, 2014; Fischer and others, 2018). Chemical composition of the
interacting fluid coupled with material transport phenomena is another source of
variance (Colombani, 2016), introducing influence of the saturation state, pH, ionic
strength and other chemical dependencies (Brantley and others, 2008). Long-term
attempts to calculate dissolution rate constant as a ubiquitous stable environment-
independent parameter showed that its variance may span up to three orders of
magnitude (Lüttge and others, 2013). Therefore, apart from external environmental
parameter variance, for example saturation state, intrinsic variation pertaining to the
solid material itself is an essential part of the dissolution process (Lüttge and others,
2013). Variance in dissolution rates at fixed thermodynamic conditions for the same
material had been shown in experiments (Arvidson and others, 2003; Fischer and
others, 2012). These results inevitably exhibit that common empirical assumption
about simple zero, first or second order kinetics, theoretically justified and employed
for molecular reactions in the gas phase, in many cases cannot be applied for solid
materials. Instead, in physical terms, the dissolution process can be represented as a
complex reaction network incorporating different parameters and factors. The mecha-
nistic nature of the dissolution process is specific for each spatial and temporal scale.
Any quantitative predictions of the kinetic behavior of solid materials for natural and
man-made systems must consistently incorporate the information about the process
obtained at different scales. This challenging task requires good understanding of
dissolution mechanisms and reaction network dynamics across the scales, as well as the
connection of the processes and kinetically relevant factors between the scales. At the
moment, these scale-connecting interfaces do not exist as well-developed and widely
accepted methodological approaches. In the modern computer era numerical ap-
proaches provide a great opportunity to construct and test mechanistic models of the
dissolution process at different scales. In this paper we provide a brief overview of
commonly used modeling techniques covering atomistic to meso scales and discuss the
ways to connect them. The number of studies in this area is tremendous and it can be
hard to cover all the aspects. Due to this reason, we focus on the methods and processes
that are important for understanding qualitative and quantitative relationships be-
tween the molecular scale reactions and microscopic scale processes.

atomistic scale

Quantum Mechanics
Quantum Mechanics (QM) is a cornerstone theoretical tool of modern chemistry.

The major idea behind the QM methods in chemistry is to describe electronic
structure of atoms, molecules and chemical bonds. Chemical reactions at the molecu-
lar scale are well-described as changes in the electronic density at the processes of bond
breaking and forming. The energy of an atomic-electronic system can be calculated
from the Schrödinger equation that in the time-independent form has the following
generic expression(Ratner and Schatz, 2000):

Ĥ��E�, (1)
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where � is the time-independent wavefunction, Ĥ is the Hamiltonian operator defined
for a system of interest. It is possible to move positions of nuclei in space and map out
the system’s potential energy as a function of atomic positions or other “degrees of
freedom”. In this case, a potential energy surface (PES) can be constructed. The PES is
crucial for determination of the reaction mechanisms and calculations of reaction
rates according to the Transition State Theory (Eyring, 1935). Reactants and products,
as stable atomic configurations, can be located at the potential wells – local minima of
the PES. Two neighboring potential wells are separated by a “ridge” that needs to be
crossed, the most probable pathway comes through a minimum of that “ridge” defined
as a saddle, or transition state point (fig. 1A). The reaction rate then is a function of the
minimal energetic barrier separating reactants and products (fig. 1B). The rate and
the energy barrier are related via a simple equation given by Eyring (Eyring, 1935):

k � �
kBT
h

Q‡

QAQB
e �

�E
RT (2)

where k is the reaction rate, � is the transmission coefficient taking into account
crossing and recrossing back the barrier, kB is the Boltzmann constant, T is the
temperature, h is the Planck’s constant, R is the universal gas constant, �E is the energy
of the activated complex, Q‡, QA and QB are the partition functions for the activated
complex and the reactants, A and B. Typically, in the ab initio studies the transition
state is identified, and its energy and partition function are calculated.

Fig. 1. Dissolution reaction mechanism at the atomistic level according to the Transition State Theory.
(A) Potential Energy Surface (PES) model around a transition state [the image is produced by using
Matplotlib graphical package (Hunter, 2007)]. (B) Activation energy barrier along a reaction path. (C)
Si-O-Si bond hydrolysis by a water molecule via a transition state [generated using GaussView program
(Dennington and others, 2009)].
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QM theoretical apparatus may then provide an inevitable insight into mechanisms
of mineral surface reactions and supply values of molecular reaction rates. Dissolution
reaction at the molecular scale can be described as a bond breaking process where
coordination of a surface group by its lattice neighbors changes to coordination by
water molecules (fig. 1C). The activation barrier for such a reaction depends on
chemical and geometric factors. The difference in the activation energies of bond
breaking for Si-O-Si and Si-O-Al dimers (Xiao and Lasaga, 1996) can be used to explain
the difference in dissolution rates for quartz and feldspars (Brantley and others, 2008).
The effects of pH onto bond breaking energies can be captured by protonating
bridging O and deprotonating dangling OH� groups (Morrow and others, 2009). Size
of the simulation cluster may play a pivotal role in defining bond breaking activation
energy, major effect comes from the number of neighbors for bond-forming sites. This
“lattice resistance” effect was demonstrated for silica (cristobalite) clusters. The
activation energy for Si-O-Si bond was shown to be controlled by the bond topology
denoted as Qi-Qj, where i and j are numbers of bonds at Si sites (Pelmenschikov and
others, 2000). The effect of cluster size and topology onto site reactivity and acidity was
shown to have importance for reactive properties of metal oxides (Casey and Swaddle,
2003). The structure of the water layers adsorbed at particular mineral faces signifi-
cantly influences their energetic stability (Murashov, 2005; Yang and Wang, 2006),
potential reactivity and dissolution rates of these faces (Nangia and others, 2007).
Presence of ions may substantially alter interfacial water layer structure resulting in
change of reaction mechanisms, activation energies and rates (Kubicki and others,
2012). In general, the organization of water molecules at mineral interfaces depends
on different factors, for example, mineral chemistry, exposed face, presence of defects,
as well as the presence of adsorbed ions and other interface components. These details
define local site acidity, vibrational properties of sites and interfacial water molecules,
and other molecular details influencing site reactivity (Gaigeot and Sulpizi, 2016).

The major limitation of the ab initio methods is the system size. The construction
of the PES surface and search for transition state for complex solid-fluid systems by
using pure ab initio methods is problematic due to the rough structure and dimension-
ality of PES (Gross, 2000). Vast majority of the endeavors in the modern studies of
reaction mechanisms and rates for solid surface reactions are concentrated in the
Molecular Dynamics field allowing to model bigger systems where the tools of the
statistical mechanics can be applied.

Molecular Dynamics
Molecular Dynamics (MD) simulations have tremendous potential for the under-

standing of many-body system dynamics. In MD simulations, atoms are treated as
classical bodies moving according to the Newtonian laws (Allen and Tildesley, 2017).
The forces defining atomic motion are calculated as gradients of the potential energies
U arising from the atomic interactions:

mi

d2ri

dt2 � � i�j
fij(rij)���iU(rN). (3)

Here mi is the particle mass, ri is the coordinate vector, fij are interaction forces
with the other particles, U is the potential energy as a function of the position of N
particles (Lesar, 2013).

The energies can be calculated by using pre-developed force fields (FF), or directly
using QM methods. For example, in ab initio Molecular Dynamics (AIMD) (Tuckerman,
2002; Kühne, 2014), the forces are calculated on-the-fly by using ab initio/Density Func-
tional Theory. Most of the FF were developed for bonded systems, for example UFF, the
universal force field (Rappe and others, 1992), CLAYFF (Cygan and others, 2004), the
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force field for clay minerals and silicates, first force fields for carbonate minerals (Pavese
and others, 1996; de Leeuw and others, 1999). Generally, these force fields are employed
for studying non-reactive interactions of water with mineral interfaces. Wolthers and
others (2013) used the force field developed specifically for carbonate-water interfaces (de
Leeuw and Parker, 1998) to calculate frequencies of water molecules exchange at different
reactive sites on a calcite surface. Their results show that interfacial water dynamics at
different surface sites have drastically different kinetic behavior: water at terrace sites is two
orders of magnitude less mobile than at kink sites.

Dissolution reactions require lattice bond breaking and formation, it is commonly
achieved by calculating bond parameters from local coordination (Senftle and others,
2016). This methodology was applied to develop the reactive force field for carbonate
mineral-water system (Raiteri and others, 2010; Gale and others, 2011; Raiteri and others,
2015). This force field was used to understand energetics of calcium and carbonate
adsorption and incorporation at the step site during the process of calcite growth.

Calculation of the Gibbs free energy surface (FES) instead of PES is commonly
done in MD simulations dedicated to the studies of surface reactions. In this case there
is no need to calculate partition functions explicitly since their expressions for the
surface reactions can be complex or not well-defined (Jansen, 2012). The elementary
reaction rate in the free energy formulation is derived by Eyring, Polanyi and Evans
(Evans and Polanyi, 1935; Eyring, 1935; Laidler and King, 1983) in The:

k � �
kBT
h

e�
�‡G
RT � �

kBT
h

e
�‡S

R e�
�‡H
RT , (4)

where �‡G, �‡S and �‡H are the Gibbs free energy, entropy and enthalpy change
between the transition state and the reactants (Eyring, 1935). As it can be seen from
the (eq 4), the temperature-dependent term that gives the Arrhenius activation energy
Ea depends only on the enthalpy, while the entropy term is temperature independent
and contributes to the Arrhenius pre-factor A in the equation:

k � Ae�
Ea

RT. (5)

Therefore, in the cases of large entropic differences between reactants and the
transition state, the apparent activation energy in experiments is expected to be
smaller than the total energetic barrier, but the pre-factor values would be larger
(Campbell and others, 2013).

The free energy landscape can be used to identify possible reaction mechanisms
and locate transition states. This step is necessary to perform before starting any rate
calculations. Thus, free energy surfaces FES were constructed for the dissolution
reaction from gibbsite surface (Shen and others, 2018). This allowed them to identify
the kink site formation mechanism as rebounding of an Al tetrahedron to the ledge as
an adatom with the subsequent detachment. A similar strategy was used to investigate
dissolution mechanisms from the ledge sites of goethite. Fe ion detachment was found
to proceed via two different mechanisms: (1) reduction of Fe(III) to Fe(II) in the
lattice with the subsequent fast release, (2) protonation and hydrolysis of a bridging
bond (Klyukin and others, 2018).

As it can be found from the (eq 4), Gibbs free energy landscapes can be used to
estimate reaction rates. Kerisit and Parker (2004) calculated rates for adsorption and
desorption of ions at calcite-water surface from the equation:

k � �kTST, (6)

where � is the transmission constant, kTST is the transition state coefficient, calculated
from the Gibbs free energy profiles (Kerisit and Parker, 2004; Stack and others, 2012).
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Calcium ion was found to be more mobile than carbonate as reflected in the values of
adsorption and desorption frequencies.

Since resolution of the simulation system must be a fraction of atomic vibration
frequency (femtoseconds), the total simulation trajectories typically do not exceed a
nanosecond. This time frame is too short for calculations of atomic detachment rates.
In order to overcome this limitation, the metadynamics – a fast method of energy
landscape exploration – is used (Laio and Parrinello, 2002). According to this method,
the system is forced to effectively explore new regions of space instead of spending
most of time in potential wells. This is achieved by “filling” the wells with artificial
potential and “pushing out” the system from the potential well. This method, com-
bined with the reactive flux sampling, was used to calculate rates of detachment and
attachment of a barium ion from and to an atomic step (Stack and others, 2012). They
used the same TST free-energy based approach as mentioned above to calculate rate
constants for detachment of a barium ion from a kink site on a barite surface. This
reaction was broken into distinct steps of the sequential bond breaking, formation of
outer sphere complex, and desorption of this complex from the surface (figs. 2A-2E).
Overall constant for each bond-breaking and detachment step was calculated accord-
ing to the (eq 6) from free energy barriers (fig. 2E) and transmission coefficients. The
first bond has the largest barrier to break and reforms faster than it breaks, the second
bond is looser and breaks faster and does not tend to reform, while the adsorbed
inner-sphere complex (one-bonded ion) tends to stay on the surface (Stack and
others, 2012). A similar mechanism was found for the dissolution at a kink site of NaCl
(Liu and others, 2011), where two transition states characterized by different bonding
environments and one intermediate inner-sphere adsorbed state were identified (figs.
2F-2J), and the free energy maps were constructed (fig. 2K). In general, published MD
studies provide two types of data for the kineticists: (1) free energy landscapes with the
barrier values; (2) TST rate constants for the molecular reactions.

QM and MD methods applied to study geochemical reactions constitute a large
research area that is not possible to cover in one paper. We further refer the reader to
the recently published textbook (Kubicki, 2016).

meso-scale

Kinetic Monte Carlo
Kinetic Monte Carlo simulation is aimed to provide temporal evolution of a

reactive system defined as a set of possible reactive events. Every reaction is chosen
randomly with the frequency corresponding to its probability. The exact derivation
of the KMC method is provided in the early work of Gillespie (Gillespie, 1976). The
method was developed as a stochastic simulator of chemical reactions in the gas
phase with the aim to take into account stochastic effects inherent to reactive
system of interest. The method was used to simulate growth of a Kossel crystal – the
simplest model of a crystalline body with primitive cubic cell (Kossel, 1927;
Stranski, 1928). The events are defined by their rates that are converted into
probabilities by using a generic formula:

Pj �
kj

�
j�1

N kj

, (7)

where kj is the rate of a jth event out of N events in total.
The method received wide recognition with regard to the studies of crystal growth

as atomic deposition at surface atomic steps (Gilmer, 1976; Cherepanova, 1981; Cheng
and Coller, 1987; Cheng and others, 1989) following the BCF theory of crystal growth
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(Burton and others, 1951; Uwaha, 2016), and in general is widely applied to any
reactions involving crystal surfaces (Jansen, 2012).

Blum and Lasaga (1987) developed dissolution models in the presence of crystal
defects, for example screw dislocations. They used the commonly accepted expression
for the dissolution rate given as:

ki � 	exp��i
E

kT� , (8)

Fig. 2. Elementary steps for the dissolution process at kink sites, Molecular Dynamics simulations. (A)-(E).
Dissolution of Ba2
from barite kink site. (A) Hydrated ion at the kink site. (B) Bidentant two-coordinated ion.
(C) Inner-sphere adsorbed complex (one-bonded). (D) Outer-sphere adsorbed fully hydrated ion (zero-
bonded). (E) Free energy profile. Reprinted (adapted) with permission from (Stack and others, 2012).
Copyright (2012) American Chemical Society. F-K. Dissolution of Cl� from halite kink site. (F) Initial state. (G)
Transition State 1. (H) Intermediate state. (I) Transition State 2. (J) Final state. (K) Free energy map in
coordinates of collective variables (see reference) showing transition from the intermediate to final state via
Transition State 2. Reproduced from (Liu and others, 2011) with permission from the Royal Society of Chemistry.
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where 	 is the frequency factor, assumed to be universal for simplicity, i is the number
of bonds to be broken, E is the activation barrier, kT is the Boltzmann factor. Wehrli
(1989) used the same approach to simulate dissolution of solid oxides surfaces
without dislocations. The dissolution probabilities can be easily calculated from (eq
7) and (eq 8):

Pi�
1

�
i�1

6 Niexp��
i�Ea

kT �Niexp��
i�Ea

kT ��
1
Q

Niexp��
i�Ea

kT � , (9)

where �Ea is the activation energy of M-O-M bond breaking, i is the number of nearest
neighbors (fig. 3A), Ni is the number of sites with i bonds. As it can be easily noted from
the (eq 9), the probabilities change with every change of surface configuration. The
time increment �t corresponding to a reactive transition depends on the value of the
pre-factor in the (eq 9):

�t�
1

	Q
ln(r), (10)

where r is a random number (Voter, 2007). The ln(r) term is frequently omitted for
better convergence of the algorithm, since statistically it converges to the same solution
(Boerrigter and others, 2004). Since populations of different reactive sites may change
at a new iteration step, the time step is not constant. At every iteration step a reactive
transition is performed. This algorithm thus provides a computationally efficient
scheme to propagate the system through time. The algorithm was developed by Bortz,
Kalos and Lebowitz as a fast rejection-free alternative to the Metropolis “rejection-
acceptance” algorithm and is known in the literature as BKL (Bortz and others, 1975)
or “divide-and-conquer” algorithm (Meakin and Rosso, 2008).

Since defects generate distortions in the crystal lattice, the corresponding stress
fields can be calculated from the linear elasticity theory (Hull and Bacon, 2011). The

Fig. 3. Kinetic Monte Carlo simulations of mineral dissolution. (A) A cubic Kossel model with N surface
sites and five dissolution probabilities defined by site coordination. (B) Simulated surface of calcite with
steps emanating from dislocation hollow cores. (C) Normal surface retreat relative to a non-reactive mask,
calcite crystal with screw dislocations. (D) Pitted surface of phlogopite. (E) Surface of quartz rhombohedral
face and two dislocations. (F) Dissolution rate of calcite in material flux units, simulations. B,C,F are
reprinted (adapted) with permission from (Kurganskaya and Luttge, 2016). Copyright (2016) American
Chemical Society. B-E are produced by using VMD software (Humphrey and others, 1996).
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strain energy changes probability of atom dissolution, as a result, etch pits and tubes
open in the beginning of the dissolution process (Honess, 1927; Blum and Lasaga,
1987; Lasaga and Luttge, 2001; Meakin and Rosso, 2008). These features generate
atomic steps on the surface (fig. 3B), which movement results in surface normal retreat
�h (fig. 3C) (Lasaga and Luttge, 2001) that can be measured as a difference in mean
surface heights for reacted and unreacted (“masked”) surfaces. This approach is used
in mineral dissolution experiments where surface topography can be directly mea-
sured (Luttge and Arvidson, 2010). This surface normal retreat corresponds to the
material loss rate that can be measured in material flux units moles � cm-2s-1. The
quantitative relationship between surface normal retreat and material flux is straight-
forward (Luttge and Arvidson, 2010):

R � Vm
�1

�h
�t

, (11)

where Vm
�1 is the inverted molar volume of a mineral,

g
�h is the surface normal retreat

measured as an average height difference, �t is the corresponding time interval.
The model was extended further and tested for different types of defects, for

example point defects, screw and edge dislocations, and extended system sizes allowing
multiple etch pits to form (Meakin and Rosso, 2008). KMC models simulating
dissolution process at the etch pits and atomic steps were applied to understand
dissolution kinetics of minerals as a function of their chemical composition and lattice
structure, for example carbonates (Kurganskaya and Luttge, 2016), feldspars (Zhang
and Lüttge, 2007; Zhang and Lüttge, 2008; Zhang and Lüttge, 2009a), fluorite (Cama
and others, 2010), phyllosilicates (fig. 3D) (Kurganskaya and Luttge, 2013a) and
quartz (fig. 3E) (Kurganskaya and Luttge, 2013b). The KMC simulators do not only
produce surface topographies and etch pit structures, but also provide statistics of site
distributions and time-dependent material flux from the surface (fig 3F). The dissolu-
tion rate in the flux units can be calculated from KMC simulations by restricting a part
of a surface from reactions (creating a digital “mask”) and using (eq 11). A straightfor-
ward approach is to count the number of dissolved molecules over a time period (eq
10) and dividing by the lateral area of a simulated surface (fig. 3F):

R � NA

1
A

�N
�t

, (12)

where �N is the number of dissolved atoms normalized by mineral stoichiometric
formula, NA is Avogardo’s number, A is the geometric area of a simulated surface.

Dissolution of grains, especially nanograins, may exhibit totally different kinetic
behavior (Zhang and Lüttge, 2009b) not related to dislocations. Grain corners and
edges are defect sites supplying the surface with atomic steps, that may override
influence of dislocations, and generate circular steps dominating the surface (Briese
and others, 2017). Dissolution process at nanoconfined conditions is another interest-
ing effect studied by a KMC method (Høgberget and others, 2016) – the limited
material transport and competition between dissolution and growth may result in
formation of dissolution cavities (Kohler and others, 2018). These results clearly show
that behavior of nanoconfined fluids and solids may follow size-specific dissolution
mechanisms.

The overall dissolution mechanism for minerals is system-specific and depends on
crystal structure, arrangement of bonds at a specific crystal face as well as structure of
interface water and distribution of adsorbed ions, distribution of lattice defects, grain
size and morphology. For confined systems, the material transport starts to play a
significant role. The primary role of the lattice defects is to provide sources of the
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reactive features, such as atomic steps. The crystallographic direction of the steps, their
velocities and superposition at the surface define etch pit morphology and dissolution
mechanism. If a KMC model incorporates all kinetically relevant reaction controls (see
further text regarding parameterization), these mechanisms will manifest themselves
in the output data. An important step is identification of the potential stable step and
kink sites at a given crystal face. This can be done via topological analysis of lattice
bonding network (Grimbergen and others, 1998; Meekes and others, 1998; Grimber-
gen and others, 1999), for example, by using dedicated software such as ToposPro
(Blatov and others, 2014; Anderson and others, 2017).

Atomistic-KMC models connection.—KMC algorithm works as a stochastic event
scheduler, where reactive events and their rates are required as input parameters. The
construction of proper reactive event’s list characterized by correct rates is the step
necessary to produce a correct KMC model. Quantum mechanical and Molecular
Dynamics calculations may provide important information about reaction rates and
rate-controlling mechanisms. Ideally, all possible reactions and rates at all possible
surface configurations should be calculated. In most cases this goal is not achievable
due to excessively large number of possible reactions. Further we consider different
parameterization approaches based on the atomistic modeling.

Heuristic parameterization.—In the case of obscure reaction controls and mecha-
nisms at the molecular scale, the parameterization process can be used as a non-trivial
hypothesis testing tool. Dissolution process at each surface site can be in principle
characterized by the key rate-controlling factors found from QM/MD calculations.
The functional influence of these factors onto the analytical expressions for rates/
probabilities is a subject of evaluation, but in general it is assumed to be a linear
combination of energetic parameters. In the case of solid solutions, for the example
the plagioclase series, parameterization is straightforward:

Pij�
Nij

Q
exp��

i�ESi-O-Si
j�ESi-O-Al

kT � , (13)

where i is the number of Si-O-Si and j is the number of Si-O-Al neighbors. The
difference in activation energies for Si-O-Si and Si-O-Al bond breaking combined with
the cation order-disorder properties results in the rate variance for plagioclases with
fixed chemical composition (Zhang and Lüttge, 2007; Zhang and Lüttge, 2008; Zhang
and Lüttge, 2009a). The same parameterization approach was applied to Al-Si phyllo-
silicates, where a reactive center can be characterized by ijk triplets, where i is the
number of tetrahedral Si neighbors, j is the number of tetrahedral Al neighbors, k is
the number of octahedral Al neighbors (fig. 4A) (Lasaga, 1995; Kurganskaya and
Luttge, 2013a).

The influence of the bond topology on bond hydrolysis activation energies found
from QM studies (Pelmenschikov and others, 2000) leads to the essential dependence
of probabilities on the number of neighbors in the second coordination sphere.
Incorporation of the second-order neighbor influence into the KMC model of
muscovite dissolution (fig. 4B) (Kurganskaya and Luttge, 2013a) resulted in reproduc-
ibility of all (hk0) faces observed in AFM experiments (figs. 4C-4E) (Kurganskaya and
others, 2012). The mechanistic explanation lies in bond topology-based distinguishabil-
ity of step and kink sites at certain (hk0) faces. The same principle was adopted to
simulate dissolution of quartz faces: rhombohedral, prism, and pinacoid. The param-
eterization approach and values of the parameters showed a clear influence onto
morphology of the dissolution features, and surface topographies for prism and
pinacoid faces (fig. 5) (Kurganskaya and Luttge, 2013b).

Energetic barriers and pre-factors.—Reactive systems that are well-studied at the
atomistic level can be parameterized with the TST rate constants (eq. 6) obtained from
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ab initio/MD studies as we discussed in the Molecular Dynamics section. In this case, the
total rate list of the kinetically relevant reactions can be constructed and the KMC
program can be supplied with the molecular rate constants as input parameters. Direct
calculations of the TST rates for every reaction in the system are computationally
expensive and typically are not provided. Instead, reaction barriers are more often
found in literature. The majority of KMC models exploit the following semi-empirical
equation relating rate and energetic barrier:

k�	e�
E

kT, (14)

where 	 is the reaction attempt frequency, e �
E

kT is the probability of reaction occur-
rence, E is the value of the activation barrier. In the reactive collision theory, the
pre-factor is the number of collisions multiplied by the steric factor. Since surface
reactions have much more complex dynamics and the exact value of the pre-factor is
not easy to calculate, the atomic vibrational frequency is used. Thus, Pelmenschikov
and others (2001) used water vibration frequency of 1012 Hz to approximate 	 for
dissolution, and 1013 Hz of Si-OH bond vibration frequency for atomic attachment.
Chen and others (2014) simulated dissolution of NaCl by using activation barriers
obtained from the DFT studies and lattice vibration frequencies as pre-factors. Lasaga

Fig. 4. Kinetic Monte Carlo simulations of muscovite dissolution(Kurganskaya and Luttge, 2013a). (A)
Chemical bonds in muscovite lattice; (B) First (purple circle) and second (red circle) coordination spheres
of a tetrahedrally coordinated atom in muscovite; (C) Etch pit obtained from first coordination sphere
model; (D) Etch pit obtained from second coordination sphere model; (E) Etch pit obtained from Atomic
Force Microscopy measurements. Reprinted from (Kurganskaya and Luttge, 2013a), Copyright (2013), with
permission from Elsevier.
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and coworkers assumed a constant pre-factor value for all surface reactions and
omitted it from the probability equations (Lasaga and Blum, 1986; Blum and Lasaga,
1987).

The community of scientists studying catalytic surface reactions in vacuum (see
methodological outline in Jansen, 2012) is commonly using pre-factors derived from
the statistical mechanics of gas-surface reactions in Langmuir systems (Pitt and others,
1995). This “fully ab initio” approach can be used to identify rate-limiting steps in
surface catalysis, for example HCl oxidation on RuO2 surface (Hess and Over, 2017),
or to predict surface film growth on degrading lithium-ion batteries (Röder and
others, 2017). Derivation of the partition functions for the complex many-body systems
such as mineral surface, fluid and interface species in general form is challenging and
has not been done so far. Therefore, the most promising approach at the moment is
the calculation of the rates based on free energies and transmission coefficients (eq 4,
eq 6) obtained from MD simulations.

“Direct coupling” parameterization.—Molecular dynamics simulations are time depen-
dent. In the case of relatively fast reactions happening during the simulation run, the
rates can be calculated by directly counting the numbers of dissolution and precipita-
tion events from all sites with different bonding environments. Piana and Gale
followed this approach to collect statistics on such transitions for urea crystals and

Fig. 5. Kinetic Monte Carlo simulations of quartz dissolution (Kurganskaya and Luttge, 2013b). (A),(B)
Si-O-Si bonding network, Qi-Qj denotes bond topology (number of nearest neighbors at bond-forming Si
sites), Si(n,m,l) denotes Si sites with the predefined dissolution rates depending on n first order neighbors,
m second order connected neighbors and l second order disconnected neighbors. (A) First coordination
sphere, (B) Second coordination sphere. C-F. KMC simulations of pinacoid (001) face dissolution. (C) First
coordination sphere model, FCS. (D) Second coordination sphere (SCS) model (connected and discon-
nected neighbors are indistinguishable), (E) SCS model excluding disconnected second order neighbors
from bonding interactions; (F) SCS model assigning “weak” interactions with disconnected second order
neighbors. G,H. Prism (100) face, (G) FCS model; (H) SCS model. Reprinted (adapted) with permission
from (Kurganskaya and Luttge, 2013b). Copyright (2013) American Chemical Society.
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classify the sites based on the difference in rates (Piana and Gale, 2005). These data
were used in the KMC model simulating growth of urea crystals (Piana and Gale,
2006). A perfect match between experimentally measured and calculated growth rates
and crystal morphologies was shown (Piana and others, 2005).

Grand Canonical Monte Carlo
The grand canonical monte Carlo method is widely used to simulate open systems

with constant volume, temperature and chemical potentials (�,V,T) (Frenkel and
Smith, 2002). This powerful method can be applied to a large variety of systems, where
particles, for example ions and molecules, can be explicitly used as interacting species.
The GCMC method was applied to simulate mineral surface charging processes, in the
absence and presence of electrolytes (Labbez and others, 2006; Labbez and Jönsson,
2006), capture effects of charged site geometric position onto their acidity properties
(Sulpizi and others, 2012). The method is based on the Metropolis Monte Carlo
algorithm: trial moves are generated randomly and the probabilities based on the
energetic differences between the old and new states are calculated. The transition is
accepted if the value of a random number is less than the probability calculated from a
Boltzmann distribution defined for a system of interest. The surface sites can be
defined as immobile particles where protonation and deprotonation reactions may
occur. Ions move freely in the simulation box and may adsorb on the surface, thus
creating electric double layer characterized by zeta potential measured in experiments
(Churakov and others, 2014).

KMC-GCMC model.—The GCMC method is developed to sample out the system’s
configurations at the equilibrium (�,V,T) ensemble. The equilibrium concept is
applied to thermodynamic equilibrium with external reservoir. The process of the
proton exchange on the surface, as well as motion of hydrated ions around the
interface, normally happens much faster than processes of atomic detachment/
attachment via chemical bonding. In such a scenario, the system can be in the
equilibrium with respect to protonation and ion diffusion, but not in the equilibrium
with respect to the solid state where dissolution reactions occur. Protonation of the
surface sites and ion adsorption may significantly change the hydrolysis reaction
mechanism and rate. The information about site type protonation and ion adsorption
probability provide a valuable kinetic information. A combination of Kinetic Monte
Carlo and GCMC approaches was successfully applied to understand mechanisms of
pH dependence of carbonate dissolution in the presence of electrolytes (Kurganskaya
and Churakov, 2018).

GCMC simulations were used to obtain quantitative information about popula-
tions of protonated sites as a function of pH and electrolyte concentration. Site acidity
constants (pKa) calculated from ab initio MD simulations (Andersson and Stipp, 2012)
were used as input parameters for GCMC model. GCMC simulations of pitted
carbonate surfaces (fig. 6A) revealed clear dependence of site acidity on its coordina-
tion as well as on presence of electrolytes (figs. 6B and 6C). Comparison of simulated
and experimentally observed pit structures (figs. 6D and 6E), combined with analysis
of material flux pH-dependence (fig. 6F) revealed the most probable mechanisms at
specific pH-ranges: at pH�9-12 protonation of kink sites is responsible for the linear
pH-dependence, at pH�5-9 protonation of step sites generate the dependence while
most of kink sites are protonated, at pH�2-5 double protonation and conversion of
surface carbonate into CO2 of surface sites is responsible for the linear pH-dependence
(Kurganskaya and Churakov, 2018).

Experimental observations: verification and parameterization of the KMC and GCMC
models.—Experimental studies of mineral dissolution mechanisms and rates are the
only way to validate KMC models. Atomically resolved geometries of etch pits provide
an incredibly detailed source of kinetic information regarding relative reactivities of
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atomic steps moving in different crystallographic directions. This information can be
obtained from measurements of surface topography, for example Atomic Force
Microscopy (AFM), Vertical Scanning Interferometry (VSI), or surface imaging tech-
niques, for example, Secondary Electron Microscopy (SEM). Large amount of data is
accumulated from the AFM measurements. Pitted surface topographies were obtained
for a wide range of minerals, for example phyllosilicates (Rufe and Hochella, 1999;
Aldushin and others, 2006a; Aldushin and others, 2006b; Shao and others, 2011),
quartz (Gratz and others, 1991; Gratz and Bird, 1993b; Gratz and Bird, 1993a; Yanina
and others, 2006), fluorite (Cama and others, 2010; Motzer and Reichling, 2010),car-
bonates (Hillner and others, 1992; Liang and others, 1996; King and Putnis, 2013;
Klasa and others, 2013; Offeddu and others, 2014). Vertical Scanning Interferometry
can be used for direct systematic measurements of dissolution rates via surface normal
retreat, observations of a large variety of dissolution scenarios and surface topogra-
phies (Arvidson and others, 2003; Vinson and others, 2007; Luttge and Arvidson, 2010;
Atanassova and others, 2013; Daval and others, 2013; Emmanuel, 2015; Pollet-Villard
and others, 2016; Michaelis and others, 2017; Noiriel and others, 2018). All these data
are necessary to verify KMC models in terms of their predictive ability of etch pit and
surface structures (Cama and others, 2010; Kurganskaya and Luttge, 2013a) as well as
dissolution rates (Kurganskaya and Luttge, 2016). Chemical conditions may affect
dissolution mechanisms. Influence of pH conditions onto step velocities had been
demonstrated using AFM (Shiraki and others, 2000; Giudici, 2002; Duckworth and

Fig. 6. Grand Canonical Monte Carlo (GCMC) and Kinetic Monte Carlo (KMC) simulations used to
obtain chemical dependencies of dissolution rates (Kurganskaya and Churakov, 2018). (A) Calcite surface
with etch pit and ions used in GCMC simulations. (B) Fractions of protonated sites as a function on pH in the
presence of 0.1M NaCl. (C) Protonation fractions in the absence of electrolytes. (D,E) Etch pit structures
obtained in KMC simulations, at pH�2 and pH�5. (F) Dissolution rates as a function on pH, compilation of
published experimental data and KMC simulations. Reprinted (adapted) with permission from (Kurgans-
kaya and Churakov, 2018). Copyright (2018) American Chemical Society.
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Martin, 2004), as well as influence of the background electrolytes (Ruiz-Agudo and
others, 2010; Klasa and others, 2013). These data can be used to obtain parameters for
the KMC-GCMC models (Kurganskaya and Churakov, 2018). Verification of the rate
pH-dependencies can be obtained from the macroscopic measurements of rates in
single crystal or powder experiments [that is, for calcite (Chou and others, 1989;
Shiraki, and others, 2000; Giudici, 2002; Duckworth and Martin, 2004)]. The direct
comparison is problematic due to the difference in the system sizes and associated
intrinsic rate variance (Lüttge and others, 2013). However, the major pH trends still
can be verified, although they also can be modified by the influence of the fluid
chemistry variations that can be hard to avoid in experimental settings (Colombani,
2016).

The problem of the intrinsic rate variance (several orders of magnitude) mea-
sured at identical chemical conditions substitutes a serious fundamental challenge in
upscaling any results of the KMC models to macroscopic systems. The major obstacle is
the poor definition of the reactive systems in terms of the reactive site sources, for
example, etch pits, grain edges, et cetera (Arvidson and others, 2003; Fischer and others,
2012; Lüttge and others, 2013; Fischer and others, 2014). The clear advantage of the
KMC approach is the ability to relate directly local surface morphologies, reactive site
statistics, material fluxes and surface normal retreat (Kurganskaya and Luttge, 2016).

In general, the most efficient approach to elucidate reaction mechanisms and
kinetics is the combination of atomistic modeling studies with experimental data. KMC
model then serves as a universal tool allowing us to identify kinetic steps controlling
surface morphology and the overall rate. The community of surface scientists studying
catalytic gas-surface reactions has much bigger database of DFT/MD derived energetic
barriers and rates then the geoscience community. Remarkably, they came to the same
conclusion regarding KMC model parameterization (Exner and others, 2015; Hess
and Over, 2017). KMC thus serves as a ubiquitous statistical mechanics tool capable to
discover new information about possible surface site and reactive feature configura-
tions as well as to define bottleneck processes that can be further used to develop new
kinetic theories.

Reactive Canonical Monte Carlo
An alternative technique, designed for simulations of the equilibrium solid-fluid

systems, is the Reactive Canonical Monte Carlo (RxCMC) where the number of species
is fixed and there is no chemical potential involved. The bonds can break and form
between the molecules, thus allowing reactive transitions between the species in the
system. The transition probabilities depend on the energetic difference between the
old and the new states:

Pold3new�e��(Unew�Uold)�
i�1

c qi
vi�

i�1

c Ni!
(Ni
	i)!

, (15)

where U denotes the system’s potential energy calculated from an appropriate force
field, qi, Ni and 	i are the partition function, number and stoichiometric coefficient for
an ith specie (Johnson and others, 1994). Nangia and Garrison used this method to
study quartz-water interaction at equilibrium conditions (Nangia and Garrison, 2009).
Since the kinetics are not incorporated into this modeling algorithm based on the pure
statistical mechanics, the model provides the statistics from the configurational space
sampling with respect to “dissolution” and “precipitation” moves for the closed system
at chemical equilibrium. They tested two different statistical models: (1) with the
stepwise bond breaking events; (2) with the direct removal of two- and – three bonded
sites. They reported that the direct removal of these sites is the more probable
dissolution mechanism than the step-wise bond breaking. They used the same approach to
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calculate relative stability and dissolution mechanisms of different cristobalite planes at
equilibrium conditions (Nangia and Garrison, 2010).

Analytical Models of Step Kinematics
The analytical models of crystal dissolution and growth are aimed at providing a

mechanistic picture of the process coupled with the quantitative prediction of the
process rates. A historically important paper that gave rise to the numerous studies in
this field is written by Burton, Cabrera and Frank (Burton and others, 1951) commonly
referred to as “the BCF theory”. In this paper the growth of monomolecular crystals
from vapor is explained as the process of atomic attachment at the kink sites as a
function of solution concentration, temperature and other parameters. The detailed
derivation from the prospective of the statistical mechanics is provided. The kink sites
were demonstrated as primary surface sites controlling atomic step advancement and
growth kinetics. The models of crystal dissolution commonly incorporate three pri-
mary steps: kink site formation, propagation and annihilation. Zhang and Nancollas
derived kink densities at non-equilibrium conditions based on these processes (Zhang
and Nancollas, 1990) and extended this model to the case of an AB crystal in
nonstoichiometric solution (Zhang and Nancollas, 1998). Stack and Grantham and
Bracco and others (Stack and Grantham, 2010; Bracco and others, 2012) developed a
model of step kinematics based on a similar approach, by considering kink site
attachment, detachment and nucleation events for the model of calcite growth. They
provided estimates for the rates of these events by fitting step velocities to their
experimentally measured values. Wolthers and others (2012) applied this model to
explain dependence of calcite step velocities on the ratio of calcium and carbonate
ions in the fluid. They constructed a detailed pH-dependent model incorporating
protonation and deprotonation reactions. The model contains a large number of
parameters that authors constrained with experimentally measured step velocities,
theoretical calculations and approximations. Nielsen and others (Nielsen and others,
2012) used the same approach based on Zhang and Nancollas model (Zhang and
Nancollas, 1998) to calculate ionic attachment frequencies and to construct a mecha-
nistic model of isotope and trace element fractionation during calcite growth. These
models provide the quantitative relationships between the event statistics at the atomic
scale and step kinematics. Another family of models developed by Chernov, DeYoreo,
Dove, Vekilov and others is dedicated to the relation of the step kinematics to the
thermodynamic and geometric parameters, for example, saturation state, surface free
energy, step length and curvature (Chernov, 1961; De Yoreo and Vekilov, 2003; Dove
and others, 2005; De Yoreo and others, 2009).

A novel promising approach relating the Transition State Theory and step
kinematics from the rigorous statistical mechanics point of view has been developed
(Li and others, 2016; Tilbury and others, 2017). The authors constructed a detailed
model of step propagation based on the step-wise processes of molecule desolvation
and attachment, thus connecting directly MD derived molecular reaction mechanisms
and atomic step advancement.

The expressions for the step velocities as functions of environmental conditions
provide a possibility to upscale the dissolution and growth rates. Current approach to
upscale by assuming constant step density (Bracco and others, 2013) seems to be
problematic due to the heterogeneous distributions of steps and etch pits commonly
occurring on mineral surfaces. Modeling of the spatial step and etch pit distribution
thus becomes an important step in providing a connection between the models based
on the statistical mechanics description of the atomistic processes and continuum and
pore scale reactive transport models.
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Voronoi Models
Voronoi diagrams are a geometrical concept that originated in the mathematical

works of Dirichlet (Dirichlet, 1850) and Voronoi (1908a, 1908b). Conceptually, a
space S consisting of a set M and a relationship (distance function) D is partitioned
into regions usually called cells, based on a subset of generating points from that space,
and the distances of all other points to the generating points. A Voronoi cell around the
generating point P is the subset of the points of M that are closer to P than to any other
generating point. The Voronoi diagram itself is defined as the subset of M whose
members have the same distance to at least two generating points.

Distance, in this case, is not limited to the Euclidean distance but can refer to any
distance function whatsoever. Also, the generating points can be weighted, additively or
multiplicatively, which means that the distances to a generating point are manipulated
by adding something to them or multiplying them with a number. (Fig. 7) shows a
2-dimensional example of additive and multiplicative weighting process. The original
pit represents the unweighted case of a simplified etch pit cross section, using the
distance function

D(x) � �x� (16)

which generates an “etch pit” with completely straight walls.
Using additive weighting is shown in (fig. 7A). A weighting factor of 2 is subtracted

from all the distances, resulting in the formula

Dadd(x) � �x��2 (17)

which shifts the etch pit downwards, making it deeper.
Multiplicative weighting is done by dividing the original values by the weighting

factor. (Fig. 7B) shows multiplicative weighting, using also a weighting factor of 2, with
the formula

Dmul(x) � �x�/2 (18)

which changes the slope of the etch pit walls.

Fig. 7. Weighting of etch pits for a Voronoi surface model by using (A) Additive weighting; (B)
multiplicative weighting (see explanation in the text).
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A comprehensive review of the resulting data structures can be found for example
in Aurenhammer’s review (Aurenhammer, 1991) and citations therein.

We have been using non-Euclidean weighted Voronoi diagrams for the simulation
of a dissolving Kossel crystal surface (Rohlfs and others, 2018). We considered a flat
starting surface the space we’re operating on, and the outcrops of screw dislocations
(for simplicity’s sake assumed to be infinitely long and perpendicular to the surface)
the generating points of our Voronoi distance map.

The non-euclidean distance we used in this case is the maximum norm, which was
chosen due to generating square isolines. Since with sufficiently high bond strength
the etch pits generated on a Kossel crystal face have square shape, this norm was
considered a reasonable basis for geometrical modeling.

The surface height at a certain point after a dissolution time t was then described
as a function of distance r to the nearest defect. The distance r is defined by the
maximum norm, calculating the directional distances in x and y directions and then
choosing the larger of those two values as the distances. We used step velocities
according to the stepwave model (Lasaga and Luttge, 2001) and derived from that first
the arrival time arr(r) as

arr(r) �
rcrit  ln(r�rcrit)
r

vstep
(19)

[see (Rohlfs and others, 2018)] and then the height as

H(r,t)�H0�((t�arr(r))  	(rpit)) (20)

[also see (Rohlfs and others, 2018)] with H0 being the starting height and �rpit� being
the global retreat rate. This gives the height as a function of distance, time and step
velocities.

To take into account the heterogeneity of etch pit depth evolution, additive
weighting of this distance function was used. Some etch pits were assigned a high
weighting factor to account for deeper growth in the same amount of time in which
other etch pits were less active. In our 2018 study (Rohlfs and others, 2018) we used
weighting factors directly derived from etch pit depths in kMC simulations to make the
calculations directly comparable with kMC-generated surfaces. It is however also
possible to draw weighting factors from synthetic distributions, whose statistics are
currently being investigated.

The calculation of surface heights and subsequent construction of height maps
directly from the stepwave model provides a link between the reaction kinetics and
computational geometry. This is important from the theoretical standpoint as a
validation of the modeling approach, since mere correlation would not be enough to
consider a model useful. The generated data not only look very similar to data
generated with other methods [see (fig. 8)] but are actually consistent with our current
understanding of dissolution kinetics.

KMC-Voronoi models connection.—The distance function used for simulating the
system is strongly dependent not only on the crystal lattice, which determines the
shape and symmetry of the distance function iso lines, but also the bond strength and
other environmental factors. Information about these details cannot come from the
Voronoi simulations but is required as input. In this case, we parameterized the
Voronoi model with data gained from the Kinetic Monte Carlo (KMC) simulations. For
details about the various parameters and their connection to KMC models see Rohlfs
and others (2018). We then compared the generated data in terms of material flux and
surface roughness parameters.

18 I. Kurganskaya and R. D. Rohlfs—Atomistic to meso-scale modeling of mineral



The modeling results clearly show that there is a geometrical relationship between
defect positions and the heterogeneous dissolution of a crystal surface.

It should be noted that other, less symmetrical crystal structures can also be
simulated with Voronoi methods. The anisotropy can be taken into account by using
an accordingly modified distance function.

In (fig. 8), the approach is illustrated. The stochastically generated kMC simula-
tion is reduced to its underlying data structure, a weighted Voronoi diagram. This, in
combination with a non-Euclidean distance function specific to the system, can
reconstruct the surface morphology with sufficient accuracy. The Voronoi calculation
cannot simulate small-scale details, for example atomic step structure or spontaneously
occurring non-defect driven monolayer etch pits. It can, however, reflect the overall
reactivity distributions observed on the dissolving surface. Coalescence of neighboring
etch pits requires special methodological approach, as described in Rohlfs and others
(2018).The obvious advantages of using a simulation method based on computational
geometry are faster computational speed and low computational requirements. In-
deed, it is possible to carry out simulations on an ordinary laptop computer and to
handle larger systems than those that are currently being handled with kMC.

However, the main justification of the method we see in its potential for upscaling.
The possibility to construct correctly surface morphology based on a limited number
of parameters and simple analytical scale-independent functions is a great opportunity
to filter kinetically relevant information. It implies that, for a known system under
known conditions, the development of morphology and roughness can at least initially
be described by the distribution function of weighting factors. This makes Voronoi
simulations an efficient tool for data reduction.

Future aim is to use this advantage to combine Voronoi methods with larger-scale
fluid dynamics and Lattice Boltzmann simulations.

conclusions and prospects
Modern computer era enables a unique possibility for the geoscience community

to study mineral-water interactions in all mechanistic details and cover all spatial and
temporal scales. Quantum Mechanical and Molecular Dynamics methods reproduce
chemically and physically correct atomistic details of the dissolution process, involving
bonding interactions between crystal and water molecules, as well as bond breaking
and formation processes. Chemical complexity of the mineral-water interface structure
at the molecular level and large number of possible reactions can be efficiently

Fig. 8. 100x100 atoms, periodic boundary conditions, 5 screw defects. (A) kMC simulation of 500000
removed atoms. (B) Weighted Voronoi diagram using defect positions as generating points, and weighting
factors gained from the kMC simulation. (C) Reconstructed Voronoi distance map using system-specific
distance function. Images generated with VMD software (Humphrey and others, 1996).
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managed by using the stochastic Kinetic Monte Carlo approach. KMC models require
input data in the form of reaction lists and reaction rates. The latter ones can be
obtained from QM/MD calculations. The simulation results can be verified by experi-
ments. Environmental parameters defined by the fluid phase in the form of pH, ionic
concentrations and other chemical details, at the molecular level change mineral-
water interface structure. Quantitative statistical description of such changes in terms
of distributions of protonated/deprotonated sites and adsorbed species can be ob-
tained from the Grand Canonical Monte Carlo simulations. A combination of KMC
and GCMC methods allows us to quantitatively study dependencies of the dissolution
rates on fluid chemical composition. Analytical predictions of surface topography from
Voronoi partitioning based on geometric arrangements of defect distributions consti-
tute a new promising quantitative technique. Use of this method in a combination with
atomistic KMC models enables compact convolution of these models into larger scale
kinetic solvers that can be applied for pore-scale dissolution/precipitation phenomena
coupled with reactive transport.

The geochemical community nowadays is facing a challenging task: the develop-
ment of a consistent methodological and theoretical framework for mineral dissolu-
tion studies covering all scales at all geologically and environmentally relevant condi-
tions. Top-down approach to derive molecular mechanisms from macroscopic
observations is methodologically challenging especially for complex geochemical
systems. The bottom up approach seems to be promising in its predictive capability,
but the complexity of the system is growing tremendously quickly with the system size.
A critical milestone problem is then the development of methodological and theoreti-
cal interfaces stitching different scales. This would require us, as the community, to
critically evaluate the up-to-date knowledge acquired from numerical simulations,
analytical, statistical and stochastic models, as well as experimental observations, with
respect to its consistency and mutual compatibility. The next step would require us to
develop a new generation of analytical and numerical models, relevant parameters and
protocols for experimental data acquisition and data analysis. The ultimate goal is to
turn the “terra incognita” of loosely-defined chemical systems in mineral dissolution
kinetics into an exact science operating physically well-defined variables, dependen-
cies, parameters and processes, quantitatively consistent at all hierarchical levels.
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J. Heuer, A. Keri, P. Krejci, I. Lange, I. Lübeck, G.-D. Miron, M. Peter, N. Prasianakis, J.
Schabernack, R. Schliemann, M. Toro, E. Trindade Pedrosa, X. Li, G. Yang, A.
Yapparova. We are grateful for financial supports from different institutes and organi-
zations, namely Rice University, USA, University of Bremen, Germany, University of
Bern, Switzerland, grants at Rice University, GCEP (Global Climate and Energy Project
at Stanford University, USA), Federal Highway Authority (FHWA, USA), PI Andreas
Luttge; ResKin, PI Andreas Luttge (Reaction kinetics in reservoir rocks: Upscaling and
modelling, Federal Ministry of Education and Research (BMBF), program “Geological
Research for Sustainability (GEO:N)” of the BMBF’s framework program “Research
for Sustainable Development (FONA3)” Germany). We acknowledge computational
resources provided by Rice University and University of Bern (Ubelix cluster).

20 I. Kurganskaya and R. D. Rohlfs—Atomistic to meso-scale modeling of mineral



REFERENCES

Aldushin, K., Jordan, G., and Schmahl, W. W., 2006a, Basal plane reactivity of phyllosilicates studied in situ by
hydrothermal atomic force microscopy (HAFM): Geochimica et Cosmochimica Acta, v. 70, n. 17,
p. 4380–4391, https://doi.org/10.1016/j.gca.2006.04.015

–––––– 2006b, Kinematics of apophyllite leaching—A terrace–ledge–kink process within phyllosilicate inter-
layers: Journal of Crystal Growth, v. 297, n. 1, p. 161–168, https://doi.org/10.1016/j.jcrysgro.2006.08.042

Allen, M. P., and Tildesley, D. J., 2017, Computer Simulation of Liquids: Oxford, United Kingdom, Oxford
University Press, https://doi.org/10.1093/oso/9780198803195.001.0001

Anderson, M. W., Gebbie-Rayet, J. T., Hill, A. R., Farida, N., Attfield, M. P., Cubillas, P., Blatov, V. A.,
Proserpio, D. M., Akporiaye, D., Arstad, B., and Gale, J. D., 2017, Predicting crystal growth via a unified
kinetic three-dimensional partition model: Nature, v. 544, p. 456–459, https://doi.org/10.1038/
nature21684

Andersson, M. P., and Stipp, S. L. S., 2012, How acidic is water on calcite?: The Journal of Physical Chemistry
C, v. 116, n. 35, p. 18779–18787, https://doi.org/10.1021/jp304671k

Arvidson, R. S., Ertan, I. E., Amonette, J. E., and Luttge, A., 2003, Variation in calcite dissolution rates:: A
fundamental problem?: Geochimica et Cosmochimica Acta, v. 67, n. 9, p. 1623–1634, https://doi.org/
10.1016/S0016-7037(02)01177-8

Atanassova, R., Cama, J., Soler, J. M., Offeddu, F. G., Queralt, I., and Casanova, I., 2013, Calcite interaction
with acidic sulphate solutions: A vertical scanning interferometry and energy-dispersive XRF study:
European Journal of Mineralogy, v. 25, n. 3, p. 331–351, https://doi.org/10.1127/0935-1221/2013/0025-
2279

Aurenhammer, F., 1991, Voronoi Diagrams—a Survey of a Fundamental Geometric Data Structure: ACM
Computing Surveys, v. 23, n. 3, p. 345–405, https://doi.org/10.1145/116873.116880

Blatov, V. A., Shevchenko, A. P., and Proserpio, D. M., 2014, Applied Topological Analysis of Crystal
Structures with the Program Package ToposPro: Crystal Growth & Design, v. 14, n. 7, p. 3576–3586,
https://doi.org/10.1021/cg500498k

Blum, A. E., and Lasaga, A. C., 1987, Monte Carlo simulations of surface reaction rate laws, in Stumm, editor,
Aquatic surface chemistry: Chemical processes at the particle-water interface: New York, Wiley,
p. 255–292.

Boerrigter, S. X. M., Josten, G. P. H., van de Streek, J., Hollander, F. F. A., Los, J., Cuppen, H. M., Bennema,
P., and Meekes, H., 2004, MONTY: Monte Carlo Crystal Growth on Any Crystal Structure in Any
Crystallographic Orientation; Application to Fats: The Journal of Physical Chemistry A, v. 108, n. 27,
p. 5894–5902, https://doi.org/10.1021/jp049804h

Bortz, A. B., Kalos, M. H., and Lebowitz, J. L., 1975, A new algorithm for Monte Carlo simulation of Ising spin
systems: Journal of Computational Physics, v. 17, n. 1, p. 10–18, https://doi.org/10.1016/0021-
9991(75)90060-1

Bracco, J. N., Grantham, M. C., and Stack, A. G., 2012, Calcite Growth Rates As a Function of Aqueous
Calcium-to-Carbonate Ratio, Saturation Index, and Inhibitor Concentration: Insight into the Mecha-
nism of Reaction and Poisoning by Strontium: Crystal Growth & Design, v. 12, n. 7, p. 3540–3548,
https://doi.org/10.1021/cg300350k

Bracco, J. N., Stack, A. G., and Steefel, C. I., 2013, Upscaling Calcite Growth Rates from the Mesoscale to the
Macroscale: Environmental Science & Technology, v. 47, n. 13, p. 7555–7562, https://doi.org/10.1021/
es400687r

Brantley, S. L., Kubicki, J. D., and White, A. F., editors, 2008, Kinetics of Water-Rock Interaction: New York,
Springer-Verlag, https://doi.org/10.1007/978-0-387-73563-4

Briese, L., Arvidson, R. S., and Luttge, A., 2017, The effect of crystal size variation on the rate of dissolution –
A kinetic Monte Carlo study: Geochimica et Cosmochimica Acta, v. 212, p. 167–175, https://doi.org/
10.1016/j.gca.2017.06.010

Burton, W. K., Cabrera, N., and Frank, F. C., 1951, The growth of crystals and the equilibrium structure of
their surfaces: Philosophical Transactions of the Royal Society of London, Series A, Mathematical,
Physical Science and Engineering Sciences, v. 243, p. 299–358, https://doi.org/10.1098/rsta.1951.0006

Cama, J., Zhang, L., Soler, J. M., Giudici, G. D., Arvidson, R. S., and Lüttge, A., 2010, Fluorite dissolution at
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